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Abstract. We present a fully constructive analysis of deep ReLU neural networks for classification and
function approximation tasks. First, we prove that any dataset with N distinct points in Rd and M

output classes can be exactly classified using a multilayer perceptron (MLP) of width 2 and depth at

most 2N +4M − 1, with all network parameters constructed explicitly. This result is sharp with respect
to width and is interpreted through the lens of simultaneous or ensemble controllability in discrete

nonlinear dynamics.

Second, we show that these explicit constructions yield uniform bounds on the parameter norms and,
in particular, provide upper estimates for minimizers of standard regularized training loss functionals

in supervised learning. As the regularization parameter vanishes, the trained networks converge to

exact classifiers with bounded norm, explaining the effectiveness of overparameterized training in the
small-regularization regime.

We also prove a universal approximation theorem in Lp(Ω;R+) for any bounded domain Ω ⊂ Rd and

p ∈ [1,∞), using MLPs of fixed width d + 1. The proof is constructive, geometrically motivated, and
provides explicit estimates on the network depth when the target function belongs to the Sobolev space

W 1,p. We also extend the approximation and depth estimation results to Lp(Ω;Rm) for any m ≥ 1.

Our results offer a unified and interpretable framework connecting controllability, expressivity, and
training dynamics in deep neural networks.
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1. Introduction and main results

1.1. Motivation and summary of the main results. Given a training dataset {xi, yi}Ni=1 ⊂ X × Y,
where each xi represents an input data point and yi its corresponding label or output, and a model
ϕ(x, θ) parameterized by θ, the property of finite sample memorization [45, 46] holds if the model ϕ can
correctly assign the label yi to each training instance xi, i.e.,

ϕ(xi, θ) = yi, for every i ∈ {1, . . . , N}.
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Figure 1. Classification of a two-dimensional dataset via the neural network map ϕ,
with input dimension d = 2 and and scalar output m = 1.

We analyze the finite sample memorization property when ϕ(·, θ) corresponds to the output of a neural
network, with X = Rd for d ≥ 1, and Y = Rm for m ≥ 1.

When ϕ(x, θ) is determined as the output of a continuous or discrete dynamical system, the problem
can also be interpreted as an ensemble or simultaneous controllability problem, ensuring that the initial
data {xi} are mapped simultaneously to the corresponding targets {yi} [35, 30, 42, 36].

This memorization property is particularly valuable for classification and interpolation tasks involving
an unknown function f : X → Y, as it guarantees exact fitting at the data points. Once pointwise interpo-
lation is achieved, one can extend this construction to approximate f in Lp-norms for p ∈ [1,∞), aligning
with universal approximation theorems. These results establish that various neural network architectures
are dense in functional spaces, such as Lp or Sobolev spaces, thus enabling global approximation from
finite data [10, 12, 17, 18, 32, 33, 43, 46].

In this article, we present the following main results.

• The first shows one that a ReLU multilayer perceptron with a width 2 and at most 2N +4M − 1
layers satisfies the finite sample memorization (or universal interpolation) property for N input
points and M classes. Equivalently, the discrete dynamics generated by this MLP fulfils the
property of simultaneous and/or ensemble controllable. This result is sharp, as memorization
cannot be achieved by MLPs with width 1.

Our proof constructs the network parameters in a systematic manner, based on a geometric and
dynamical interpretation of the neural network’s architecture. Specifically, the parameters at each
layer define hyperplanes that partition the state space into regions where the nonlinear activation
function induces distinct dynamical behaviors. By strategically selecting these parameters and
iteratively applying them across layers, we ensure that the network satisfies the memorization
property (see Section 2). To the best of our knowledge, such a constructive and purely geometric
interpretation of how narrow MLPs achieve finite sample memorization has not been previously
explored in the literature (see Section 1.4).

• We then examine the implications of our constructive approach in the context of supervised
training with ℓ2-regularization. Although the networks we construct are not obtained through
optimization (but rather through geometric and dynamical considerations), we demonstrate that
the explicit interpolating parameters from our first result can be used to establish upper bounds
on the optimal value of the regularized empirical loss. In particular, we prove that minimizing a
standard training objective with ℓ2-regularization produces parameter norms that are uniformly
bounded by those of our explicit construction. Moreover, in the vanishing regularization limit,
the resulting parameters converge to a minimal-norm interpolating network. This result offers
a theoretical explanation for the behavior of trained networks in the small-λ regime and rein-
forces the idea that exact data fitting can be achieved without uncontrolled growth in parameter
magnitude.

• Our final contribution establishes a universal approximation theorem in Lp(Ω;R+), where Ω ⊂ Rd

is bounded and p ∈ [1,∞). This result is obtained using an MLP of fixed width d+ 1. As in our
first result, the network parameters are constructed explicitly, without relying on any optimization
procedure. The proof is geometrically motivated and nonlinear, marking a departure from prior
approaches to universal approximation with fixed-width networks [7, 25, 26, 31, 33]. Crucially,
our explicit construction allows for quantitative estimates on the required depth when the target
function belongs to W 1,p(Ω;R+). As a corollary, we extend this approximation result to the
vector-valued settings Lp(Ω;Rm

+ ) and Lp(Ω;Rm) for any m ≥ 1, with corresponding estimates on
the necessary network width.
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1.2. Problem formulation. Let x ∈ R and define the ReLU activation function as σ(x) = max{0, x}.
We consider a sequence of positive integers {dj}Lj=1. For each j ∈ {1, . . . , L} and x = (x(1), . . . , x(dj))⊤

in Rdj , we introduce the vector-valued version of σ, defined by

σj : Rdj → Rdj , σj(x) =
(
σ(x(1)) , . . . , σ(x(dj))

)
. (1.1)

Given positive integers L, d, N, M , and the dataset {xi, yi}Ni=1 ⊂ Rd × {0, . . . ,M − 1}. We consider the
following multilayer perceptron:{

xj
i = σj(Wjx

j−1
i + bj), for j ∈ {1, . . . , L},

x0
i = xi,

(1.2)

where i ∈ {1, . . . , N}. In this context, Wj ∈ Rdj×dj−1 and bj ∈ Rdj , for j ∈ {1, . . . , L}, represent the
weight matrices and biases, respectively. Each dj determines the width of the j-layer, i.e., the dimension
of the Euclidean space where the data reside at each iteration. The depth or the number of hidden layers
of the neural network is represented by L, which is the number of iterations in the discrete dynamical
system (1.2), referred to as a L−hidden layer neural network (see Figure 2).

Figure 2. Example of a deep neural network defined by the architecture (1.2). Here,
d indicates the dimension of the input data, while j is the index of the layer, L = 6
being the total number of layers, i.e., the depth of the neural network. In this particular
example, we have d1 = 3, d2 = 4, d3 = 2, etc. Moreover, the maximum width of the
neural network is 4, determined by the second layer.

In the following, we denote the sequences of weights and biases defining the neural network (1.2)
as WL = {Wj}Lj=1 and BL = {bj}Lj=1, respectively. The width of the neural network is defined as
wmax = maxj∈{1,...,L}{dj}, i.e., the number of neurons in the widest layer. System (1.2) is said to be
a wmax-wide deep neural network. The width and depth of a neural network are determined by its
architecture and serve as an intrinsic measure of its complexity and approximation capacity.

1.3. Statement of the main results and strategies of the proofs.

1.3.1. Finite Sample Memorization. Let us define the input-output map ϕ : Rd → R of the neural network
(1.2) as

ϕL(xi) := ϕ(WL,BL, xi) = xL
i , for every i ∈ {1, . . . , N},

where xL represents the output of (1.2).
Note that we are considering the particular case in which the output lies in R, which means that

WL ∈ R1×dL−1 .
With this definition, we present our first main theorem.

Theorem 1.1 (Finite Sample Memorization). Let the integers d, N, M ≥ 1 and consider the dataset
{xi, yi}Ni=1 ⊂ Rd × {0, . . . ,M − 1}. Assume that xi ̸= xj if i ̸= j. Then, there exist parameters WL and
BL with width wmax = 2 and depth L = 2N + 4M − 1 such that the input-output map of (1.2) satisfies

ϕ(WL,BL, xi) = yi, for every i ∈ {1, . . . , N}. (1.3)

Moreover, this result is sharp since the memorization property cannot be achieved with width 1.

Remark 1.1. Some comments are in order.
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Figure 3. Deep neural network of width wmax = 2 as in Theorem 1.1.

• Theorem 1.1 guarantees that there exists a 2−wide deep neural network satisfying the finite sample
memorization property, or equivalently, that system (1.2) is simultaneously or ensemble control-
lable.

• Obviously, Theorem 1.1 also ensures finite sample memorization with wmax ≥ 2.
• Theorem 1.1 provides an estimate for the number of layers sufficient for the neural network to
exhibit the finite sample memorization property. The depth of the network is directly related
to both the number of data points N and distinct labels M . However, it is independent of the
dimension d, to which the data set belongs.

• The neural network depth estimation is obtained from the constructive proof of Theorem 1.1,
which is based on the worst-case scenario. This construction does not guarantee optimality in the
estimated depth L, and for specific datasets, memorization could be achieved with fewer layers.

• Although the width of the neural network is 2, some layers have only one neuron, as in Figure 3.
Namely, the total number of neurons and parameters in our neural network is 4N + 6M + d− 2
and 8N + 12M + 2d− 4, respectively.

• In Theorem 1.1, we considered {yi}Ni=1 ⊂ {0, . . . ,M −1} to simplify the exposition. However, the
labels {0, . . . ,M − 1} could be replaced by any other choice of M distinct values in R+. This does
not impact the width and depth of the neural network needed for memorization.

Strategy of proof of Theorem 1.1. The proof of this result is grounded in three fundamental tools, all
of which are derived from the geometrical properties of the system (1.2):

• Dimension Reduction: Given a family of distinct points {xk}Nk=1 ⊂ Rd, d ≥ 1, we can construct
a projection ϕ1 : Rd → R so that its images are all different.

• Distance Scaling: Let w ∈ Rd and b ∈ R. For x0 ∈ Rd, if w · x0 + b > 0, the value of
σ(w · x0 + b) ∈ R corresponds to ∥w∥d(x0, H), where ∥w∥ is the Euclidean norm of w and
d(x0, H) is the distance between x0 and the hyperplane

H := {x ∈ Rd : w · x+ b = 0}. (1.4)

• Collapse: The hyperplane (1.4) divides the space into two half-spaces and the function σ(w·x+b)
collapses the half-space w · x+ b ≤ 0 into the null point.

A more detailed discussion of these tools can be found in Section 2. The map ϕ in Theorem 1.1 is
built in four steps:

(1) Preconditioning of the data: Data is driven from the d−dimensional space to the one-
dimensional one to reduce complexity.

(2) Compression process: A recursive process is built to drive the N data points to M represen-
tative elements, according to their labels.

(3) Data sorting: Data are mapped to ordered one-dimensional points according to their labels.
(4) Mapping to the respective labels: Finally, each data point is mapped to its corresponding

label.

In each of these steps, we employ an input-output map of the neuronal network (1.2), utilizing at most
two neurons per layer. As this is a purely constructive process, we can determine the number of layers
required at each stage, and therefore, we can estimate the depth of the neural network. Further details
on these key steps can be found in Section 3.
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Let us consider the norms

∣∣∣∣∣∣(WL,BL)
∣∣∣∣∣∣
2
:=

 L∑
j=1

∥Wj∥2F + ∥bj∥22

1/2

,

and ∣∣∣∣∣∣(WL,BL)
∣∣∣∣∣∣
∞ := sup

j∈{1,...,L}
{∥Wj∥∞, ∥bj∥∞} ,

where ∥ · ∥F denotes the Frobenius norm, ∥ · ∥2 the ℓ2-norm, and ∥ · ∥∞ the ℓ∞-norm. Then, due to the
explicit construction of the parameters in Theorem 1.1, we obtain the following estimate for their norms.

Corollary 1.1. Let d, N, M > 1 be integers, and consider the dataset {(xi, yi)}Ni=1 ⊂ Bd
Rx

(0)×B1
Ry

(0),

where Bd
Rx

(0) ⊂ Rd and B1
Ry

(0) ⊂ R denote balls of radius Rx > 0 and Ry > 0 centered at the origin.

Then, the parameters WL and BL provided by Theorem 1.1 satisfy∣∣∣∣∣∣(WL,BL)
∣∣∣∣∣∣
2
≤ C(1 +Rx

√
N +RxN

√
M +RyM), (1.5)∣∣∣∣∣∣(WL,BL)

∣∣∣∣∣∣
∞ ≤ C(RxN +M +Ry), (1.6)

where C > 0 is a constant independent of M , N , Rx, Ry, and d, but depends on mini ̸=j∈{1,...,N} ∥xi−xj∥.

Strategy of the proof of Corollary 1.1. The result follows directly from the explicit construction given
in Theorem 1.1. Since the parameters WL and BL are specified layer by layer, the norm bounds are
obtained by computing their contributions at each step and applying standard estimates.

Remark 1.2. As mentioned in Remark 1.1, Theorem 1.1 ensures exact classification for any wmax ≥ 2
by zero-padding the parameters. Consequently, Corollary 1.1 also holds for all wmax ≥ 2.

Remark 1.3 (Other activation functions). Our techniques can also be applied to other activation func-
tions σ that satisfy the following conditions:

• σ is monotonically non-decreasing on R+, being strictly monotonic in a subinterval T of R+.
This permits scaling distances between different points.

• There exists and open subset S of R− in which σ vanishes. This allows the collapse of different
points to merge them according to their labels.

The essential features of the activation function employed are described below in Section 3 (see Figure 4).

Figure 4. Activation functions for which the results of this paper can be generalized.

Note, however, that despite this generalization being possible, its practical interest is limited. The
weights and biases will be more difficult to construct and will generally have larger norms compared to
those provided by Corollary 1.1, which uses the ReLU activation function to ensure minimal complexity.

As a consequence of Theorem 1.1, we can address the case of m-dimensional labels for m ≥ 1, that is,
when {yi}Ni=1 is a subset of M distinct points in Rm. This leads to the following corollary.

Corollary 1.2 (Finite Sample Memorization form−dimensional labels). Let the integers d, N, M, m ≥ 1

and a dataset {xi, yi}Ni=1 so that {xi}Ni=1 ⊂ Rd, xi ̸= xj if i ̸= j, and {yi}Ni=1 ⊂ {ℓk}M−1
k=0 with ℓk ∈ Rm

+ .

Then, there exist parameters WL and BL with L = 2N + 4M − 1 and wmax = 2m, such that the
input-output map of (1.2) satisfies

ϕ(WL,BL, xi) = yi, for every i ∈ {1, . . . , N}.
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Strategy of proof of Corollary 1.2. Corollary 1.2 follows directly from Theorem 1.1 by considering m
independent neural networks, each constructed as in Theorem 1.1 to handle one component of the m-
dimensional labels, and combining them in parallel to obtain a single network with vector-valued outputs
(see Figure 5).

Figure 5. Deep neural network of width wmax = 2m as in Corollary 1.2.

In the previous results, all the labels were assumed to be non-negative. However, it is reasonable to
consider the case where the signs on the labels may vary. Let Im(ϕL) denote the image of the input-output
map defined by (1.2). Since Im(ϕL) ⊂ R+, data cannot be mapped to negative labels by the architecture
defined in (1.2). However, we can consider the following MLP{

xj
i = Ajσj(Wjx

j−1
i + bj), for j ∈ {1, . . . , L},

x0
i = xi,

(1.7)

where the extra parameters Aj ∈ Rdj×dj for j ∈ {1, . . . , L} allow the neural network, in particular, to
map data to negative values. We denote by AL = {Aj}Lj=1 this new sequence of parameters.

The following corollary states that the neural network architecture (1.7) satisfies the finite sample
memorization for labels in R.

Corollary 1.3 (Finite Sample Memorization for real labels). Consider the integers d, N, M ≥ 1 and a

dataset {xi, yi}Ni=1 ⊂ Rd × {α0, . . . , αM−1} with {αk}M−1
k=0 ⊂ R. Assume that xi ̸= xj if i ̸= j. Then, for

L = 2N + 4M and wmax = 2, there exist parameters AL, WL and BL such that the input-output map of
(1.7) satisfies

ϕ(AL,WL,BL, xi) = yi, for every i ∈ {1, . . . , N}. (1.8)

Strategy of Proof for Corollary 1.3. The proof hinges on two key observations: first, that the archi-
tecture (1.7) can drive data to negative labels; and second, that this architecture coincides with (1.2)
when Aj = Iddj

(the identity matrix in Rdj×dj ). Initially, we define a set of auxiliary positive labels.
Then, taking Aj = Iddj

, we apply Theorem 1.1 to map the data points to these auxiliary labels by using
2N + 4M − 1 layers. Finally, by using a particular matrix A, we construct a 2-wide, one-layer neural
network that maps the auxiliary labels to the original ones. The proof concludes by composing these two
neural networks, obtaining a 2-wide neural network with 2N + 4M layers.

Remark 1.4. Following the same approach used in the proof of Corollary 1.2, we can extend Corollary 1.3
to establish the finite sample memorization property for labels in Rm. In this case, the construction yields
a neural network of width 2m and depth 2N + 4M .

1.3.2. Implications for Neural Network Training. The training of neural networks is typically formulated
as the minimization of a regularized empirical risk functional. Given a dataset {xi, yi}Ni=1 ⊂ Rd × Rm,
the standard training objective reads

min
(WL,BL)

{
Jλ(WL,BL) = λ

∣∣∣∣∣∣(WL,BL)
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
(
ϕ(WL,BL, xi), yi

)}
, (1.9)
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where the first term penalizes large weights with a parameter λ > 0, and the second term measures the
prediction error on the training dataset through the input-output map ϕ(WL,BL, ·) defined in (1.2). Here,
loss(·, ·) is a given continuous and nonnegative function such that loss(x, x) = 0. For instance, loss(x, y) :=
∥x− y∥2p with p ∈ {1, 2} is commonly used for regression tasks, while loss(x, y) = log(1 + ex)− yx, with
y ∈ {0, 1} and x ∈ R, is used for binary classification (binary logistic loss). The regularization parameter
λ controls the trade-off between data fidelity and model complexity.

Note that for every λ > 0, the functional Jλ is coercive. Moreover, since both loss and the activation
functions σj are continuous, the Bolzano–Weierstrass theorem ensures the existence of optimal parameters
for every λ > 0.

Recall that Theorem 1.1 establishes the existence of (WL
∗ ,BL

∗ ) such that exact interpolation of arbitrary
finite datasets is possible. In particular, this guarantees that

J0(WL
∗ ,BL

∗ ) = 0, (1.10)

and since J0 ≥ 0, we deduce that (WL
∗ ,BL

∗ ) is a minimizer of J0. Moreover, we have the following result:

Theorem 1.2. Let d, N, m ∈ N with d, N, m > 1, and let {(xi, yi)}Ni=1 ⊂ Rd × Rm. Let (WL
λ ,BL

λ ) be
a minimizer of Jλ, and let (WL

∗ ,BL
∗ ) be a minimizer of J0 for the ReLU activation function. Then, we

have

Jλ(WL
λ ,BL

λ ) ≤ λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
, for all λ > 0. (1.11)

In particular, we have

1

N

N∑
i=1

loss
(
ϕ(WL

λ ,BL
λ , xi), yi

)
→ 0 as λ → 0, (1.12)

and ∣∣∣∣∣∣(WL
λ ,BL

λ )
∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣
2
, for all λ > 0. (1.13)

Moreover, the family of parameters {(WL
λ ,BL

λ )}λ>0 admits a subsequence that converges to a minimal-
norm minimizer of J0.

Remark 1.5. Several remarks are in order:

• The proof of Theorem 1.2 can be found in Section 6. It relies on the fact that a minimizer of J0

is known explicitly, which is possible due to the interpolation result from Theorem 1.1. However,
Theorem 1.2 is not tight to the 2-width MLP used in Theorem 1.1; it can be applied to any
architecture (or discrete dynamical system) whose input-output map is continuous with respect to
the parameters.

• This result shows that, as the regularization parameter λ tends to zero, the trained network tends
to interpolate the dataset while remaining uniformly bounded in parameter norm. In particular, it
guarantees that any accumulation point of the sequence of minimizers corresponds to a minimum-
norm interpolant. Indeed, this holds given that the arguments of Theorem 1.2 apply to any
minimizer of J0, and in particular to those of minimal norm.This has practical implications in
training: it justifies the use of small values of λ for training since this pushes the model to fit the
training data exactly, with finite values of the parameters, close to the optimal ones.

• In general, we cannot guarantee that (WL
0 ,BL

0 ) = (WL
∗ ,BL

∗ ). This is a consequence of the lack of
convexity of the functionals Jλ for λ ≥ 0.

• Observe that we can replace the norm |||·||| in (1.9) by |||·|||∞ and derive Theorem 1.2 again, but
now involving the ℓ∞-norm.

• Due to Corollary 1.1, when we consider the dataset {(xi, yi)}Ni=1 ⊂ Bd
Rx

(0) × Bm
Ry

(0), we can

provide an explicit estimate for the optimal value of Jλ in terms of N , M , Rx, and Ry. Namely,
in the case m = 1, combining Corollary 1.1 with Theorem 1.2, we obtain

Jλ(WL
λ ,BL

λ ) ≤ λC(1 +R2
xN +R2

xN
2M +R2

yM
2). (1.14)

However, since the parameters provided in Theorem 1.1 are constructed to handle worst-case
scenarios, the bound in (1.14) may be conservative. In practical situations, significantly tighter
estimates may be achieved.
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Remark 1.6 (Practical application of Theorem 1.2). These results, and in particular (1.14), facilitate
defining stopping criteria for the training process. Indeed, the optimal value of Jλ is always bounded

above by λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
. Therefore, for any fixed λ > 0 – even for small values of λ – the optimizer can

be designed to terminate once the value of Jλ falls close to this explicit threshold.

In practice, neural networks are frequently trained using activation functions that do not satisfy the
properties in Remark 1.3. Then, constructing or estimating the parameters assuring classification becomes
challenging.

This motivates the following question: Can the knowledge of parameter norms that ensure exact
classification for a given activation function, for instance the ReLU, still provide useful information to
the regularized functional for a perturbed activation function?

To analyze this point, we consider the following neural network{
x̂j
i = σ̂j(Wj x̂

j−1
i + bj), for j ∈ {1, . . . , L},

x̂0
i = xi,

(1.15)

where each σ̂j : Rdj → Rdj is a continuous activation function, not necessarily the ReLU. Denote by

ϕ̂(WL,BL, ·) the input-output map associated with (1.15). We then train this new model:

min
(WL,BL)

{
Ĵλ(WL,BL) = λ

∣∣∣∣∣∣(WL,BL)
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
(
ϕ̂(WL,BL, xi), yi

)}
, (1.16)

where loss(·, ·) is a continuous loss function, as before. Thanks to the continuity of loss and σ̂j , and the

coercivity of Ĵλ, we can guarantee the existence of a minimizer (ŴL
λ , B̂L

λ ) for every λ > 0. Moreover, the
following result holds.

Theorem 1.3. Let d, N, m ∈ N with d, N, m > 1, and let {(xi, yi)}Ni=1 ⊂ Rd × Rm. Let (ŴL
λ , B̂L

λ ) be a

minimizer of Ĵλ, and let (WL
∗ ,BL

∗ ) be a minimizer of J0 for the ReLU. Define R0 := maxi∈{1,...,N} ∥xi∥,
and assume that

νj := sup
z∈B

dj
Rj

(0)

∥σ̂j(z)− σj(z)∥ < ∞, with Rj := ∥Wj∥2Rj−1 + ∥bj∥2, for j ∈ {1, . . . , L}, (1.17)

Rj being defined through the optimal parameters of the ReLU model whose values we estimated. Set
ν := (ν1, . . . , νL).

Then, for every λ > 0, we have

Ĵλ(ŴL
λ , B̂L

λ ) ≤ λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
+ Aloss(ν,WL

∗ ,BL
∗ ),

where Aloss is a nonnegative function depending on the loss function loss, and satisfies Aloss(ν, ·, ·) → 0
as ∥ν∥2 → 0.

The proof of Theorem 1.3 can be found in Section 6.

Remark 1.7. Several observations are worth:

• The proof consists on analyzing the deviation between the input-output maps for both activation
functions, using arguments similar to those used in Theorem 1.2. The radii Rj introduced in
(1.17) are key to estimating the deviation between activations at each layer.

• Observe that the only assumption imposed on σ̂j is continuity. No further structural properties
are required.

• We have assumed that both architectures are identical, i.e., data evolve through layers of the same
dimensions. This assumption is not strictly necessary. When the dynamics (1.15) evolve along

a different architecture, with d̂j ̸= dj, one can always extend the networks by zero-padding to

the maximal dimension max{dj , d̂j} and proceed to a stability analysis. A similar estimate then

follows, now involving a modified term Âloss, depending on the padded architecture.
• In the particular case loss(x, y) = ∥x− y∥22, we obtain the explicit estimate

Aloss(ν,WL
∗ ,BL

∗ ) =

2∥ν∥22

(∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2L
2

− 1

|||(WL
∗ ,BL

∗ )|||
2
2 − 1

)
if
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
̸= 1,

2∥ν∥22L if
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
= 1.
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Figure 6. Illustration of the interpolation between ReLU and GELU via σ̂ε(x) for
different values of ε. The case ε = 0 corresponds to ReLU, and ε = 1 to GELU.

The previous result is particularly relevant when, instead of considering a fixed activation function σ̂,
for instance the ReLU, we study a family of continuous activation functions σ̂ε parametrized by ε > 0,
for instance a regularization of the ReLU. In this case, we can again formulate a training problem, now
depending on the parameter ε > 0. Namely, we consider

min
(WL,BL)

{
Jλ,ε(WL,BL) = λ

∣∣∣∣∣∣(WL,BL)
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
(
ϕε(WL,BL, xi), yi

)}
, (1.18)

where ϕε denotes the input-output map of the dynamics (1.15) when σ̂ is replaced by σ̂ε.
By similar arguments, one can ensure the existence of a minimizer of (1.18) for every ε, λ > 0. We

denote by (ŴL
λ,ε, B̂L

λ,ε) the corresponding minimizer.
A particularly interesting case arises when we define the family σ̂ε : R → R by

σ̂ε(x) =
x

2

(
1 + erf

(
x

ε
√
2

))
, (1.19)

so that σ̂1(x) = GELU(x), the so-called Gaussian Error Linear Unit (see Figure 6). Let σ̂ε : Rdj → Rdj

denote the vector-valued extension of σ̂ε (as in (1.1)). Then, we obtain the following corollary.

Corollary 1.4. Let d, N, m ∈ N with d, N, m > 1, and let {(xi, yi)}Ni=1 ⊂ Rd×Rm. Let (WL
λ,ε,BL

λ,ε) be a

minimizer of Jλ,ε, and let (WL
∗ ,BL

∗ ) be a minimizer of J0. Then, under the assumptions of Theorem 1.3,
we have

lim sup
ε→0

Jλ,ε(WL
λ,ε,BL

λ,ε) ≤ λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
,

for every λ > 0.

Remark 1.8. Corollary 1.4 follows directly from Theorem 1.3, observing that σε → σ in C(R) as ε → 0,
where σε is defined in (1.19), and σ denotes the ReLU activation function. The proof is provided in
Section 6.

1.3.3. Universal Approximation Theorem. We now analyze the property of universal approximation.

Theorem 1.4 (Universal Approximation Theorem for Lp(Ω;R+)). Let be 1 ≤ p < ∞, d ≥ 1 an integer,
and Ω ⊂ Rd a bounded domain. For any f ∈ Lp(Ω;R+) and ε > 0, there exist a depth L = L(ε) ≥ 1 and
parameters WL and BL such that the input-output map of (1.2) with wmax = d+ 1 satisfies

∥ϕ(WL,BL, ·)− f(·)∥Lp(Ω;R+) < ε. (1.20)

Additionally, for all f ∈ W 1,p(Ω;R+), we have

L ≤ C∥f∥dW 1,p(Ω;R+)ε
−d, (1.21)

where C is a positive constant depending on md(Ω), d and p, md(·) being the Lebesgue measure in Rd.
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0.0

2.4

4.8
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16.8
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Figure 7. (A) Level sets of the paraboloid f(x, y) = x2 + y2 on Ω ⊂ R2. The rectangle
represents the set C. (B) The function f extended by zero to C. (C) Level sets of f on
H = C \Gh

δ , G
h
δ being the white mesh.

Remark 1.9. Theorem 1.4 ensures the existence of a neural network with a fixed width d+1 neurons and
sufficient depth approximating any function in Lp(Ω;R+). As illustrated in the strategy of proof below,
the neural network is constructed using geometrical arguments. Therefore, Theorem 1.4 not only merely
asserts the existence of parameters, but also provides explicit ones.

Strategy of Proof of Theorem 1.4. The proof is based on a two-step approximation procedure. First, a
function f ∈ Lp(Ω;R+) is approximated by a simple function supported in a family of hyperrectangles.
Then, the simple function is approximated by a deep enough neural network. The proof is outlined as
follows:

Step 1. Let f ∈ Lp(Ω;R+) be a given function and ε > 0. Denote by C the smallest hyperrectangle
containing Ω, oriented according to the axes of the canonical basis of Rd. We extend f by zero into C.
Then, we construct a particular simple function fh that approximates f . For its construction, we consider
a family Hh of hyperrectangles of size h > 0 such that Hh ∪Gδ

h = C, where Gδ
h is a grid with thickness

δ ≤ h1+p that satisfies md(G
δ
h) → 0 as δ → 0. This is illustrated in Figure 7. Then, fh is defined as the

average value of the function f on each hyperrectangle of the family Hh. With this simple function, we
can guarantee that there exists h1 > 0 such that for every h < h1, we have ∥f − fh∥Lp(C;R+) < ε/2. We
denote by Nh the number of hyperrectangles in Hh.

Step 2. Then, we construct a neural network ϕL with a width d+1 and depth L, ensuring the existence
of h2 > 0 such that for all h < h2, we have ∥fh − ϕL∥Lp(C;R+) < ε/2. This is done in two steps:

Step 2.1. Let HE
h be the subset of hyperrectangles in Hh that are closest to the edges of C, with NE

h

denoting the number of hyperrectangles in HE
h . For each hyperrectangle H ∈ HE

h , we construct a two-
layer neural network with an input-output map ϕ2

1 : Rd → Rd. This map, which has a width d+1, drives
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H to a single point in Rd while mapping the remaining hyperrectangles in Hh to distinct, non-overlapping
hyperrectangles in different locations. Here, the chosen parameters ensure the injectivity of the neural
network with respect to the hyperrectangles in Hh.

By iteratively applying these maps, we define a sequence of maps ϕ2
i for i ∈ {1, . . . , NE

h }, such that

the composition ϕ2NE
h := (ϕ2

NE
h
◦ · · · ◦ ϕ2

1) eventually drives all hyperrectangles in HE
h to distinct points.

This process results in the dimensional reduction of the remaining hyperrectangles in Hh, where each
ϕ2
i transforms n-dimensional hyperrectangles into (n − 1)-dimensional hyperrectangles. Eventually, all

hyperrectangles in Hh are mapped to distinct points {xi}Nh
i=1 ⊂ Rd. This approach leverages the specific

choice of HE
h , the dimensionality reduction, and the injectivity of the map ϕ2NE

h .

Step 2.2 Then, we apply Theorem 1.1 to construct an input-output map ϕL driving the points {xi}Nh
i=1

to the Mh values of fh, ensuring that the composition ϕL := (ϕL ◦ ϕ2NE
h ) equals fh on Hh, and therefore

∥fh−ϕL∥Lp(Hh;R+) = 0. Additionally, we estimate the error introduced by the neural network on Gδ
h and

show that, for a fixed h < 1, the norm ∥ϕL∥L∞(Gδ
h;R+) is bounded. This estimation allows us to ensure

that there exists a h2 > 0 such that for all h < h2, we have ∥fh − ϕL∥Lp(Gδ
h;R+) < ϵ/2.

Step 3. As a consequence of the triangle inequality and by choosing h < min{h1, h2}, we obtain
∥f − ϕL∥Lp(Ω;R+) < ε.

Step 4. Due to the explicit construction of the neural network ϕL, the depth L can be estimated in
terms of h. Additionally, assuming f to be in W 1,p, explicit estimates for h1 and h2 can be obtained
in terms of ∥f∥W 1,p(Ω;R+), ε, p and d (see [11] and its application to isotropic partitions), and therefore
conclude (1.21).

Remark 1.10. Several remarks concerning the strategy of the proof of Theorem 1.4 are in order:

• Step 2, involving the neural network approximation, is the most challenging one in the proof.

• As shown in Section 2, each neuron in the neural network represents a hyperplane. In step 2.1,
d+1 neurons are necessary because this is the number of hyperplanes required to separate a single
edge hyperrectangle in HE

h . For instance, in the 2-dimensional case, a hyperrectangle on the left
edge of C has only one adjacent hyperrectangle above, one below, and one to its right (there are
no hyperrectangles outside C). Thus, only d + 1 = 3 hyperplanes are necessary to separate this
hyperrectangle from the others, as opposed to the case where a hyperrectangle is in the interior
of C, where four hyperrectangles would surround it, and it would be necessary to use 2d = 4
hyperplanes. These d + 1 hyperplanes, in particular, ensure the compression of the separated
hyperrectangle into a point.

• The set HE
h allows us to define a neural network with 2NE

h layers, mapping the Nh hyperrectangles
of Hh to Nh distinct points. Focusing on HE

h is essential, as it reduces the number of required
layers. Mapping each hyperrectangle of Hh individually would result in a neural network with
significantly more layers, i.e., Nh ≫ NE

h .

• The neural network in Theorem 1.4, defined as ϕL = ϕL ◦ϕ2NE
h requires a width d+1. However,

only the first 2NE
h layers require this width. The width of the L remaining layers can be reduced

to 2 (as a consequence of Theorem 1.1).

• The neural network of width 2 from Theorem 1.1 maps the compressed hyperrectangles to their
corresponding labels and requires L = 2Nh + 4Mh − 1 layers, where Mh is the number of distinct
values taken by the approximating simple functions fh (which act as labels). In particular, Mh ≤
Nh, and Nh can be estimated in terms of h and δ. Moreover, since NE

h ≤ Nh and Mh ≤ Nh, the
depth of the neural network ϕL is bounded by L = 2NE

h + 2Nh + 4Mh − 1 ≤ 8Nh − 1. Finally,
following Step 4, we can estimate the total depth.

Remark 1.11 (An equivalent statement of Theorem 1.4). Observe that Theorem 1.4 asserts that for every
L > 0, there exist parameters WL and BL such that the input-output map of (1.2) with wmax = d + 1
satisfies

∥ϕL(WL,BL, ·)− f(·)∥Lp(Ω;R+) ≤ C ′∥f∥W 1,p(Ω;R+)L−1/d,

where C ′ is a positive constant depending on md(Ω), d, and p.
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It is important to mention that in the absence of a finite W 1,p-norm, a function f ∈ Lp(Ω;R+) may
exhibit arbitrarily rapid oscillations, making any nontrivial approximation rate unattainable. Therefore,
the finiteness of the W 1,p-norm is essential.

As a consequence of the preceding theorem and Corollary 1.2, we have the following universal approx-
imation theorem for Lp(Ω;Rm

+ ) functions.

Corollary 1.5 (Universal Approximation Theorem in Lp(Ω;Rm
+ )). Let us consider 1 ≤ p < ∞, two

integers m, d ≥ 1, and a bounded domain Ω ⊂ Rd. Then, for any f ∈ Lp(Ω;Rm
+ ) and ε > 0, there

exist L = L(ε) ≥ 1 and parameters WL, and BL such that the input-output map of (1.2) with width
wmax = max{d+ 1, 2m}, satisfies

∥ϕ(WL,BL, ·)− f(·)∥Lp(Ω;Rm
+ ) < ε. (1.22)

Moreover, estimate (1.21) for the depth L is still valid for f ∈ W 1,p(Ω;Rm
+ ).

Strategy of proof for Corollary 1.5. The proof follows a methodology analogous to that of Theorem
1.4, approximating, first, the function f by simple functions with support in hyperrectangles. Then, we
construct a neural network of width d + 1 approximating the second simple function. This is done by
mapping the hyperrectangles to a set of different points in Rd. Subsequently, to map these points to
their m-dimensional targets, we utilize 2m hyperplanes by applying Corollary 1.2 instead of Theorem
1.1. The width of the network is then determined by the maximum between d+1 and 2m. Furthermore,
since Corollary 1.2 also employs a depth of 2N + 4M − 1, the estimated depth of the neural network of
Corollary 1.5 is that in Theorem 1.4.

Clearly, the input-output map of (1.2) cannot approximate functions with negative values. However,
in view of Corollary 1.3, we know that this can be done by means of the more general architecture (1.7).
Using (1.7) the universal approximation result can be extended to functions in Lp(Ω;Rm).

Corollary 1.6 (Universal Approximation Theorem in Lp(Ω;Rm)). Let us consider 1 ≤ p < ∞, integers
m, d ≥ 1, and a bounded domain Ω ⊂ Rd. Then for any f ∈ Lp(Ω;Rm) and ε > 0, there exist parameters
AL, WL, BL, and L = L(ε) ≥ 1 such that the input-output map of (1.7) with wmax = max{d + 1, 2m},
satisfies

∥ϕ(AL,WL,BL, ·)− f(·)∥Lp(Ω;Rm) < ε. (1.23)

Moreover, estimate (1.21) for the depth L is still valid for f ∈ W 1,p(Ω;Rm).

Strategy of Proof of Corollary 1.6. The proof is analogous to the proof of Corollary 1.5, and it concludes
by replacing Corollary 1.2 with Corollary 1.3.

1.4. Related Work. Deep learning has gained popularity due to its state-of-the-art performance in
various machine learning applications [24, 38]. In practice, neural networks are typically trained using
optimization methods minimizing a least-squares error functional, with stochastic gradient descent algo-
rithms serving as an essential tool to search for minimizers. While this numerical approach, combined
with backpropagation techniques to compute the gradients, often leads to solutions that outperform
human experts, we still lack a solid mathematical understanding of why deep learning works so well.
The results in this paper aim to contribute to explain such performance by explicit constructions, which
yield concrete estimates of the complexity required for neural networks to achieve the desired goals – in
particular memorization, and universal approximation – and explicit bounds for the trained parameters.

In this section, we describe some recent related advancements in this broad field.

Finite sample memorization: The literature on the memorization capacity of linear threshold net-
works, employing a step function σ, dates back to the 1960s [9, 5, 27]. In the 1990s, the analysis of
single-hidden layer neural networks (FNNs) with more general nonlinear bounded activation functions,
such as sigmoids, was conducted ([20, 21]). These studies show that a single-hidden layer neural network
of width N can memorize N points with N classes. A similar result was proven in [47], showing that a
single hidden layer ReLU network with N neurons can memorize N arbitrary real points, see also [19].
In [46], it was proved that a 2-hidden layer ReLU network with widths d1 and d2 can memorize a dataset
with N points with N classes if d1d2 ≥ 4Nm, where m is the dimension of the labels. Therefore, for
m = 1, the width of the neural network in [46] is d1 = d2 = 2

√
N . The above shows that a 2-hidden layer

ReLU network can memorize N points with O(
√
N) neurons.
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In the context of deep neural networks, [45] constitutes one of the first attempts with sigmoid activation
functions. For the ReLU activation function, [46] demonstrated that for a fixed depth L, a neural network
with a width depending on N and satisfying a technical assumption can memorize N data. In particular,
this result holds if there exists l > 1 such that djdj + l = O(Nm) for some j > 1. In [32], it is shown

that ReLU networks with a width greater than 3 and O(N2/3log(M)) neurons suffice to approximately
memorize N points with M one-dimensional classes, in the sense that the data can be driven to be ε-
close to the labels, where ε > 0 (this constitutes an approximate simultaneous or ensemble controllability
result). The same article also establishes that a 3-wide neural network with O(N2/3log(M)) layers (or
neurons) suffices for such approximate memorization. Finally, [43] showed that, by fixing a width 12,
networks can memorize any N points with M one-dimensional classes using O(N1/2 + log(M)) layers
(or neurons). See [43] for the exact expression of the required depth. We highlight that none of the
previously mentioned works provides an explicit estimate of the parameter norms (ℓ2 or ℓ∞); they focus
mainly on the number of parameters.

From the control theory perspective, in [35, 3], simultaneous controllability for ResNets and neural
ordinary differential equations is proven (see also [1]). This implies the memorization property. The
novelty in [35] lies in the genuinely constructive approach to building parameters. An extension of [35]
can be found in [8], where it is shown that for neural networks with sufficiently large depth but fixed
width, interpolation can be guaranteed through the use of non-linear activation functions. Finally, we
mention that constructive methods to prove controllability have been widely used in classical control
theory; see [6, 44, 14, 22, 23] and the references therein for a detailed discussion.

Universal Approximation Theorem: Classical results in this field primarily focus on shallow neural
networks [4, 10, 18, 28, 34], with Cybenko’s celebrated work [10] as a notable example, who proved
that a single hidden layer neural network could approximate any continuous function within a compact
set of Rn using a sigmoidal activation function. However, such density results trace back to 1932, with
Wiener’s Tauberian theorem, which provides necessary and sufficient conditions under which any function
in L1(R) or L2(R) can be approximated by linear combinations of translations of a given L1(R) profile,
the gaussian, for instance.

On the other hand, recent years have demonstrated that deep networks typically offer better approx-
imation capabilities compared to shallow networks. In this context, [41] shows that if a ReLU deep
neural network is capable of approximating a function with a given error ε using L layers and relatively
narrow width, then a shallower network with a fixed depth of O(L1/3) layers would require a width that
increases exponentially with L to achieve the same approximation error ε. This finding highlights one of
the principal advantages of deeper architectures in neural networks.

With regard to universal approximation in Lp spaces, [31] demonstrates that a deep neural network
with the ReLU activation function and width d + 4 can approximate any function in L1(Rd;R). They
allocate d neurons for transferring input information to subsequent layers, two neurons to carry the
information of the approximation made by the previous layers, and two neurons for approximation on
each layer. The same article also proves that if the width of a deep neural network is less than d, it is
impossible to approximate L1(Rd;R) or L1(Ω;R) for a compact Ω. In [25], for p ∈ [1,∞), a compact
set Ω ⊂ Rd, and m ≥ 1, it is established that it is possible to approximate the spaces Lp(Rd;Rm)
and Lp(Ω;Rm) with a ReLU network of width d + m + 1. Their main argument for approximating
Lp(Rd;Rm) involves using a neural network to approximate cutoff functions. For Lp(Ω;Rm) functions,
they prove universal approximation for C(Ω;Rm) functions usingm+d+1 neurons, concluding by density.
More precise estimates of the minimal width in Lp(Rd;Rm) and Lp(Ω;Rm) are presented in [33], which
determine the minimal widths to be max{d + 1,m} and max{d + 2,m + 1}, respectively. The proof of
this theorem utilizes a coding scheme, consisting of encoding (projecting) x ∈ Ω into a codeword (scalar
values) containing information about x, and then a decoder transforming each codeword into a target
function f(x). This scheme is applied to approximate continuous functions and completed with density
arguments in Lp. In the particular case of the Leaky-ReLU activation function, a variant of ReLU, in
[7] it was proven that for a compact Ω ⊂ Rd, the minimum width required to approximate functions in
Lp(Ω;Rm) is max{d,m, 2}. Recently, [26] has shown that the minimum width of a neural network with
a ReLU activation function necessary to approximate Lp(Ω;Rm) is max{d,m, 2}, Ω being a compact set.
The proof of this result, based on [33], employs the coding scheme to approximate continuous functions
in a compact Ω, concluding the result for Lp(Ω;Rm) functions by density.

Universal approximation theorems for the space of continuous functions in the case of arbitrary depth
are discussed in [15, 16, 25, 33, 40, 29]. In particular, the minimal width for approximating Lp functions
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using the recurrent neural networks (RNN) architecture has been studied in [39]. We refer to [2] for uni-
versal approximation theorems in Lp, using transformers. For an extended introduction to the universal
approximation theorem in more general spaces, see the survey article [12].

1.5. Our contribution. In Theorem 1.1, we present a constructive proof of the fact that the neural
network defined by (1.2) satisfies the finite sample memorization property with width 2 and depth L =
2N + 4M − 1, which implies a total number of neurons of order O(N). To the best of our knowledge,
this is the first purely constructive and geometrically interpretable proof of memorization for narrow
MLPs. Our approach allows not only for an explicit step-by-step construction of the network parameters
but also provides explicit upper bounds on their norms. This has important implications for regularized
training: minimizing a standard empirical loss with ℓ2-regularization leads to parameters whose norms
are uniformly bounded by the ones of our constructed parameters. In the limit of vanishing regularization,
this guarantees exact interpolation while maintaining control over the norm of the trained parameters.

Regarding universal approximation, for MLP of fixed width d+1, we establish universal approximation
results in Lp(Ω;R+) and Lp(Ω;R), for any p ∈ [1,∞) and bounded domain Ω ⊂ Rd. Again, our primary
contribution lies in our purely constructive proof based on a detailed geometric and recursive argument.
In contrast to other constructive results such as [33, 12, 26], our approach emphasizes geometric intuition
and visualization at each layer, following ideas similar to [35]. While the width requirement in [26] is
optimal (namely, width equals d), our construction requires width d+1 but yields a fully interpretable and
elementary strategy to understand how approximation is achieved. Moreover, all parameters involved
are given explicitly, which allows us to estimate the depth required to approximate functions with a
prescribed accuracy.

1.6. Outline. The rest of the paper is organized as follows: In Section 2, we conduct a geometric analysis
of the discrete system (1.2), introducing fundamental tools essential to our proofs. In Section 3, we
offer an informal demonstration on constructing parameters to guarantee the finite sample memorization
property, illustrated with a specific example. Section 4 contains the formal proof of Theorem 1.1, followed
by the proof of the universal approximation theorem (Theorem 1.4). Section 6 provides the proof of the
theorems related to the regularized training and vanishing regularization. Finally, in Section 7, we discuss
extensions and open problems.

1.7. Notation. Throughout this article, we will use the following notation:

• We denote by J1, LK the set of numbers {1, . . . , L}.
• The symbol · denotes the Euclidean scalar product between two vectors.

• Given a set Q, its cardinal is denoted by |Q|.
• Sd denotes the unit d−sphere in Rd+1.

• WL and BL denote the families of parameters {Wj}Lj=1 and {bj}Lj=1, respectively.

• wmax denotes the width of the neural network defined as maxj∈J1,LK{dj}.
• md(Ω) denotes the Lebesgue measure of Ω in Rd.

• ∥w∥ stands for the Euclidean norm of the vector w in Rd.

• σ denotes the ReLU function and σ denotes its vector-valued version.

2. Preliminaries

2.1. Geometrical interpretation. This section illustrates the dynamics of the system (1.2) from a
geometric perspective. In what follows, we will refer to the property of finite sample memorization as
simply data classification. To simplify the notation, we also avoid the dependence of σj =: σ with respect
to the dimension dj for every j ∈ J1, LK.

2.1.1. A single hyperplane: Let us begin by analyzing the simple case (N,L, d, d1) = (1, 1, 2, 1). Consider
x0 ∈ R2, w ∈ R1×2 and b ∈ R. Under these conditions, the system (1.2) corresponds to

x1 = σ(w · x0 + b) ∈ R.
Let the hyperplane

H := {x ∈ R2 : w · x+ b = 0}, (2.1)

which divides the space into two half-spaces determined by w · x+ b > 0 and w · x+ b ≤ 0 respectively.
Thus, the value of σ(w ·x0+ b) is either zero or equals to w ·x0+ b = ∥w∥d(x0, H), depending on the sign
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Figure 9. Left: Two hyperplanes split the space into four regions. Different points
are chosen in each region. Right: Output of the nonlinear map σ(Wx + b). The green
square and brown cross in region 3 are both mapped to the same point, (0, 0). The black
star is mapped to a new one in the first quadrant, according to its distances to the two
hyperplanes. The other two points are mapped to the coordinate axes according to the
distance to the hyperplane of the active component.

of w · x0 + b. Here d(x0, H) denotes the distance between x0 and the hyperplane H. This is illustrated
in Figure 8.

Figure 8. Left: H divides the space into two half-spaces R+ and R−. Right: R+

represents the half-space where σ is active, while R− represents its null half-space.

For future reference, we will say that x0 is in the activation sector (or region) of H if w · x0 + b > 0.
In Figure 8, the sector where the hyperplane H is activated is denoted by R+.

Note that by appropriately choosing the norm of w, the distance of the points x within the activation
sector can be scaled, either by moving the points closer to or further away from the hyperplane H.

2.1.2. Two and more hyperplanes. Consider two vectors w1, w2 ∈ R1×2, and scalars b1, b2 ∈ R. Let us
define the matrix W = (w1, w2)⊤ and the vector b = (b1, b2)⊤. Then, for x0 ∈ R2, we have

x1 = σ(Wx0 + b) =

(
σ(w1 · x0 + b1)
σ(w2 · x0 + b2)

)
. (2.2)

Denote by H1 and H2 the two hyperplanes defined by w1 · x + b1 = 0 and w2 · x + b2 = 0, respectively.
Let r1 = ∥w1∥d(x0, H1) and r2 = ∥w2∥d(x0, H2), then we have that

σ(w1 · x0 + b1) =

{
r1, if x0 is in the activation sector of H1,

0, otherwise,

while for the second coordinate,

σ(w2 · x0 + b2) =

{
r2, if x0 is in the activation sector of H2,

0, otherwise.

The hyperplanes H1 and H2 partition the plane into four disjoint regions. Depending on the region
where a given point x ∈ R2 lies, the function σ(Wx + b) takes a particular value, as depicted in Figure
9, mapping x0 into a new point x1 with coordinates (r1, r2), which depend, in particular, on the sector
where x0 lies. All points in region 1 are mapped to the first quadrant of the plane. Points in regions
2 and 4 are mapped to the coordinate axes. Meanwhile, all points in region 3, the kernel of the map
σ(Wx+ b), are mapped to the origin.
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Remark 2.1. Some comments are in order.
• As discussed, K := {x ∈ R2 : w1 · x + b1 ≤ 0, and w2 · x + b2 ≤ 0} is the kernel of σ(Wx + b). It is
determined by the parameters W and b, that are to be designed to map points to the null point via σ. This
allows clustering data. However, it is crucial to choose parameters W , and b carefully to ensure that the
kernel K does not contain data related to different labels; otherwise, the map σ(Wx+ b) would collapse
different labeled points into the same one. If this were to happen, this would render the data classification
task impossible.

• The same construction can be extended to any number of hyperplanes by considering W ∈ Rr×d and
b ∈ Rr. In this case, the function σ(Wx + b) defines a partition of Rd determined by the family of
hyperplanes Hj = {x ∈ Rd : wj · x + bj = 0} for j ∈ J1, rK. These hyperplanes determine the convex
kernel K, which is not necessarily unbounded since d+1 hyperplanes (or more) in a d−dimensional space,
can determine a bounded kernel, which is then a convex polyhedron.

• The hyperplanes and the norm of W can be determined first by geometric considerations, and then their
parameters are extracted a posteriori to set the neural network’s weight and bias.

2.2. Projection Lemma. We present a technical result that will be systematically applied in our proof.
This lemma ensures that, given a finite number of points in a d-dimensional space, we can always find a
direction determining an injective one-dimensional projection of the data.

Lemma 2.1. Let us consider a finite set of distinct data {xi}Ni=1 ⊂ Rd such that xj ̸= xi if i ̸= j. Then
there exists a vector v ∈ Sd−1 such that

v · xi ̸= v · xj , for every i ̸= j ∈ J1, NK. (2.3)

Proof. For each pair 1 ≤ i < j ≤ N , define the set of directions

Hij =
{
v ∈ Sd−1 : v · (xi − xj) = 0

}
.

Since xi ̸= xj , the vector qij := xi − xj ∈ Rd \ {0}, so Hij is the intersection of the unit sphere with the
hyperplane orthogonal to qij . Hence, Hij is a closed subsphere of dimension d − 2 and thus a proper,
nowhere-dense subset of Sd−1. Set

G =
⋃

1≤i<j≤N

Hij .

Then G is a finite union of closed, nowhere-dense subsets of the compact manifold Sd−1. By the Baire
Category Theorem (or by observing that each Hij has surface-measure zero and hence their finite union
cannot exhaust the full-measure sphere), we conclude Sd−1 \G ̸= ∅. Any v ∈ Sd−1 \G satisfies

v · (xi − xj) ̸= 0, ∀i ̸= j,

which is equivalent to v · xi ̸= v · xj whenever i ̸= j, concluding the proof. □

Remark 2.2. A few remarks are necessary.
• The above argument extends without modification to any countable collection of pairwise distinct points
xii∈N ⊂ Rd. Indeed, G is a countable union of closed subspheres of codimension 1, so by the Baire
Category Theorem Sd−1 \ G ̸= ∅. However, for an uncountable (e.g., continuous) data set, one may
have G = Sd−1, and thus, no separating direction exists.
• If the data set is finite, each Hij is a closed subsphere of dimension d− 2, and their finite union G is a
closed set with empty interior. Hence Gc = Sd−1 \G is open and dense. In particular, for any g ∈ G and
any ε > 0, there exists gε in an ε−neighborhood of g such that gε · (xi − xj) ̸= 0 for all i ̸= j, showing
that the projection property is stable under small perturbations.

3. Sketch of the proof of Theorem 1.1: An example

In this section, we illustrate the proofs of Theorem 1.1 through a specific example. The formal proof
and the estimation of the depth L are provided in the subsequent section.

Let us consider the dataset {xi, yi}8i=1 ⊂ R3 × J0, 3K. For ease of visualization, we assume their labels
correspond to four shapes of different colors: red circle, blue triangle, green square, and brown cross.
We aim to drive blue triangles to 0, red circles to 1, brown crosses to 2, and green squares to 3. In the
following, we will refer to a class of elements as a set that contains points associated with the same label.
Therefore, in our example, we have four such classes of elements.



CONSTRUCTIVE UNIVERSAL APPROXIMATION AND MEMORIZATION BY DEEP NETWORKS 17

In the ensuing discussion, we illustrate the main steps needed to complete the classification process.

1) Preconditioning of the data: We choose the parameters w1 and b1 to project the 3−dimensional
data injectively into a one-dimensional space, ensuring that all the projected data remain distinct. Note
that the neural network’s width in this step is one since we use one hyperplane.

Figure 10. Projection of the data in a one-dimensional space using the hyperplane H1.

2) Compression process: Inspired by Remark 2.1, in this step, we aim to collapse each class of
elements into a single point. For this purpose, it is enough to show how to collapse a single class while
keeping the other three classes well separated throughout the process, and then proceed inductively. We
illustrate this step by compressing the red circles, indicating which hyperplanes are needed to carry out
this process.

• Step 2.1: Starting from the output of the previous step, we define two hyperplanes, H1
2 and H2

2 . These
are chosen such that the red circle at the left is mapped to the y−axis, the blue triangle in between is
driven to (0, 0), and the remaining data points are mapped to the x−axis.

• Step 2.2: We now consider two diagonal hyperplanes H1
3 and H2

3 enclosing the red circles between
them. Their activation sector is chosen to make the two red circles collapse to the origin (see Remark
2.1).

• Step 2.3: With the same goal as in Step 2.1, we consider two hyperplanes H1
4 and H2

4 that place one
red circle on the y−axis and another red circle on the x−axis.

The slope of H2
4 plays an important role since, if the hyperplane was vertical, the blue triangle and red

circle to its left (and all the points that lie on y−axis) would be at the same distance from the hyperplane
H2

4 and thus would be driven to the same value.
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We can iteratively apply Steps 2.2 and 2.3, as many times as necessary, to collapse all the red circles.
By applying this process to each class, we can define the input-output map ϕL2 : R → R2 described

by Figure 11.

Figure 11. Compression of each class into a single point using the mapping ϕ1.

3) Data sorting: After completing the previous step, all points within each class have been driven into
the same position. Hence, the points of each group become indistinguishable and inseparable, allowing
us to treat them as a single reference point. Let us denote the reference point associated with the label
i as zi.

Note, however, that the outputs of the last step do not provide any specific ordering of these reference
points. In this third step, our aim is to show how to reorder these reference points along the real line
according to their labels.

We will outline the first steps and illustrate how to carry out the inductive process.

• Step 3.1: We begin by projecting the two-dimensional data into the real line using any hyperplane,
ensuring that all projected data remain distinct.

• Step 3.2: We consider two vertical hyperplanes to drive only the first point z0 to (0, 0).

• Step 3.3: We consider a hyperplane such that the activated semi-space contains all the points, and the
closest point to it is the one in (0, 0). This allows us to sort the first point.

• Step 3.4: Again, we consider vertical hyperplanes H1
4 and H2

4 , this time to drive only z1 to (0, 0).
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• Step 3.5: We consider a hyperplane H1
5 such that the nearest point is z0 and the farthest point is

z1 = (0, 0). This allows us to ensure that z1 will be the farthest point from zero.

• Step 3.6: We consider vertical hyperplanes to drive only z2 to (0, 0).

• Step 3.7: We consider a hyperplane such that the closest point is z0, then z1, and the farthest point is
z2 = (0, 0).

The first two points are well collocated, and the data we want to sort next, z2, is at the end. Applying
steps 3.6 and 3.7 iteratively, we can sort z2 and all the remaining positions, always taking a suitable slope
θ for the hyperplane in Step 3.5.

4) Mapping to the respective labels: We will show how to drive each point to its corresponding
label. This is done by applying projections and choosing the weights properly to have a correct distance
scaling.

• Step 4.1: We begin by considering a hyperplane containing z0, so that it can contract or dilate the
position of z1, to drive this point to 1, while sending z0 to (0, 0). This maps z0 to 0 and z1 to 1.
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• Step 4.2: We now consider two hyperplanes. The first hyperplane passes through z0 and ensures that
the existing order of the data along the x-axis is preserved (after applying σ, this order is maintained
along the y-axis). The second hyperplane is placed between z1 and z2 and is used to push or pull z2
along the x-axis, moving it closer to the value 1 on the x-axis after applying σ.

• Step 4.3: We define a hyperplane of equation w3 · x = 0, so it contains z0. The parameter w3 is such
that σ(w3 · z1) = 1 and σ(w3 · z2) = 2.

We note that we can again go back to step 4.2, considering the same hyperplane containing z0 and the
second one located between z2 and z3. Then, when reproducing step 4.3, we would choose w3 such that
w3 · z1 = 1, w3 · z2 = 2, and w3 · z3 = 3. This is feasible because the first two conditions coincide (given
that z2 = 2z1) (see Step 4 in Section 4 for the explicit construction of w3).

By iterating this procedure and combining steps 4.2 and 4.3, we can bring all data to their respective
labels.

Remark 3.1 (Minimal width deep neural network). At this point, it becomes evident that at least two
hyperplanes are necessary to develop an algorithm for classifying data. Indeed, if we were restricted to
using just a single hyperplane, we would be unable to develop a compression process for every data set.
Therefore, it is not feasible to classify any d−dimensional dataset using a 1-wide neural network. Thus,
2 is the minimal width for a neural network (as defined by (1.2)) capable of addressing any classification
problem.

The computation of the depth of the process described above is detailed in the following section. It
shows that for the first stage, 1 layer is necessary; 2N layers for the second stage; 2M+1 for the third one;
and, finally, 2M − 3 layers for the fourth stage. In total, the depth of the neural network is 2N +4M − 1
layers. Moreover, it is possible to see that in the first stage (since we project from Rd to R), the number
of neurons is d. In the second stage, the number of neurons is 2(2N). In the third stage, we alternate
between one and two dimensions, and the number of neurons becomes (M + 1) + 2M . For the fourth
stage, the number of neurons also alternates and is equal to (M − 3)+2M . The total number of neurons
is then 4N + 6M + d− 2.
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Remark 3.2. The strategy described above has been implemented in Python for a binary classification; the
code is available in github.com/Martinshs. This implementation demonstrates how the explicit parameters
provided in the proof of Theorem 1.1 can be used to drive each input to its target level set without any
training process.

4. Proof of Theorem 1.1

This section is devoted to presenting the details of the proof of Theorem 1.1. Each stage described
in the previous section is developed in a separate subsection. The proofs of the steps 2, 3, and 4 will be
done by induction.

4.1. Preconditioning of the data: To prove the first step, let us consider the dataset {xi, yi}Ni=1 ⊂
Rd × J0,M − 1K. Lemma 2.1 assures the existence of a vector w1 ∈ Rd satisfying

w1 · xi ̸= w1 · xj ,

for every i ̸= j ∈ J1, NK. Now, let b1 ∈ R be large enough such that

w1 · xi + b1 > 0, ∀i ∈ J1, NK,

which implies

σ(w1 · xi + b1) ̸= σ(w1 · xj + b1), ∀i ̸= j ∈ J1, NK,

and also σ(w1 · xi + b1) > 0 for all i ∈ J1, NK. We denote by {x1
i }Ni=1 ⊂ R the projected one-dimensional

new data given by

x1
i = σ(w1 · xi + b1), i ∈ J1, NK. (4.1)

Note that the points {xi}Ni=1 are collocated according to their distance to the hyperplane w1 · x+ b1 = 0.
In other words, for L0 = 1 and with the choice of the parameters W = {w1}, and B = {b1} we have that

ϕL0(xi) = ϕ(W1,B1, xi) = x1
i . (4.2)

This is illustrated in Figure 10.

4.2. Compression process. We divide this section into two parts. In the first part, we show that an
induction procedure suffices. The second part focuses on showing that a single class can be compressed.

4.2.1. The induction strategy. Consider the sets corresponding to the different classes of points:

Ck = {xi with i ∈ J1, NK : yi = k}, and C =

M−1⋃
k=0

Ck. (4.3)

In the sequel we write ϕ(WL,BL, Ck) = zk when ϕ(WL,BL, x) = z for every x ∈ Ck, Therefore, com-

pressing all the classes is equivalent to proving the existence of parameters WL̃ and BL̃, L̃ > 0, and a
sequence of different vectors {zk}M−1

k=0 ⊂ R2 such that

ϕ(WL̂,BL̂, Ck) = zk, for every k ∈ J0,M − 1K. (4.4)

The following proposition guarantees that this problem can be handled in an inductive manner.

Proposition 4.1. For any k ∈ J0,M − 1K fixed but arbitrary, we assume that there exist z̃0 ∈ R2, L̃ ≥ 1,

WL̃ and BL̃ such that

ϕ(WL̃,BL̃, Ck) = z̃0, ϕ(WL̃,BL̃, C \ Ck) ̸= z̃0, (4.5)

and

ϕ(W L̃,BL̃, z̃1) ̸= ϕ(WL̃,BL̃, z̃2), for all z̃1, z̃2 ∈ C \ Ck, z̃1 ̸= z̃2. (4.6)

Then, there exist L1 ≥ 1, WL1 , BL1 and different vectors {zk}M−1
k=0 ⊂ R2 such that

ϕ(WL1 ,BL1 , Ck) = zk,

for k ∈ J0,M − 1K.

In other words, Proposition 4.1 shows that to compress all the classes of points, it is sufficient to
compress a single (but arbitrary) class of points without collapsing the points not belonging to that class.

The proof of Proposition 4.1 can be found in Appendix A.

https://github.com/Martinshs/multiclass_UAT/tree/main
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4.2.2. Compression of a single class. Let us take k ∈ J0,M −1K arbitrarily but fixed. Our goal is to drive

the class Ck to some vector zk ∈ R2 in L̃ ≥ 1 steps. We will do it by induction.
We focus on the worst-case scenario in which points in the class Ck are isolated, not having neighboring

points of the same class, which could be treated simultaneously as a single point, reducing the number
of layers needed.

In this procedure, we will combine two operations, in an alternating manner:

• Data structuring: Construction of hyperplanes driving the data set to some particular structure.

• Compression process: Using the structure established in the prior step, introduce hyperplanes to collapse
points belonging to the same class.

(1) Initial Step: We show that the two first points of the class Ck closer to zero can be compressed.

Data structuring: Given that data have been projected into the one-dimensional real line, without loss
of generality, we can assume that the new data {x1

i }Ni=1, defined in (4.1), are indexed according to their
order, i.e., x1

i ≤ x1
j for every i ≤ j. Let C1

k be given by

C1
k = {σ(w1 · x+ b1) ∈ R : x ∈ Ck} ,

where w1 and b1 are the parameters defined in the Preconditioning of the data step. Let us denote
by x1

r1 the smallest element of the class C1
k. Then, we introduce the parameters W2 = (w1

2, w
2
2)

⊤ and

b2 = (b12, b
2
2)

⊤ with

w1
2 = 1, w2

2 = −1, b12 = −
(
x1
r1+2 + x1

r1+1

2

)
, and b22 =

x1
r1+1 + x1

r1

2
.

Data are then mapped into the 2-dimensional vectors (see Figure 12)

x2
i = σ(W2x

1
i + b2) =

(
σ(w1

2x
1
i + b12)

σ(w2
2x

1
i + b22)

)
,

such that 
x2
i = (0, a2i ) for all i ∈ J1, r1K,

x2
r1+1 = (0, 0),

x2
i = (a2i , 0) for all i ∈ Jr1 + 2, NK,

(4.7)

for some {a2i }Ni=1 ⊂ R+. Denote by H1
2 and H2

2 the vertical hyperplanes defined by the parameters
(w1

2, b
1
2) and (w2

2, b
2
2), respectively.

Figure 12. In these figures, Ck corresponds to the class of red circles. The vertical
hyperplane H2

2 separates x1
1 and x1

2, and the hyperplane H1
2 is placed between x1

2 and
x1
3. The ReLU vector-valued function maps the points to the left of H2

2 to the y−axis
and those to the right of H1

2 to the x−axis. The point between the two planes is mapped
to the origin.

Compression: Let x2
r1 = σ(W2x

1
r1 + b2) with x1

r1 defined in the previous step, and

C2
k =

{
σ(W2x+ b2) ∈ R : x ∈ C1

k

}
.

Denote by x2
r2 ∈ C2

k the closest element to the null vector on the x−axis in the class C2
k. Then, define

W3 = (w1
3, w

2
3)

⊤ and b3 = (b13, b
2
3)

⊤ with

w1
3 =

(
a2r1−1 + a2r1
a2r2+1 + a2r2

, 1

)
, w2

3 =

(
−
a2r1 + a2r1+1

a2r2 + a2r2+1

,−1

)
, (4.8)
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b13 = −
(
a2r1−1 + a2r1

2

)
, b23 =

a2r1 + a2r1+1

2
(4.9)

and set x3
i = σ(W3x

2
i + b3), which are of the form

x3
i = (0, a3i ) for all i ∈ Jr1 + 1, r2 − 1K,

x3
r1,2 := x3

r1 = x3
r2 = (0, 0),

x3
i = (a3i , 0) for all i ∈ J1, r1 − 1K ∪ Jr2 + 1, NK

(4.10)

for some {a3i }Ni=1 ⊂ R+. The hyperplanes H
1
3 and H2

3 are defined by the parameters (w1
3, b

1
3) and (w2

3, b
2
3),

respectively. The argument above is illustrated in Figure 13.

Figure 13. The points above the hyperplane H1
3 are mapped to the x−axis, and the

points below the hyperplane H2
3 are mapped to the y−axis, while the points between the

two hyperplanes are compressed to the null vector. We denote by x3
1,3 = x3

1 = x3
3 the

null vector to which the two red circles collapse.

(2) Inductive Step: The initial step has been achieved. We now aim to show that induction can also
be applied successfully. In fact, to do that, it suffices to apply the arguments of the initial step again and
again. Note that the model under consideration collapses point to the exact same location, and once this
happens, they will never split again in the forthcoming iterations. In this way, if αk denotes the number
of elements in Ck i.e. |Ck| = αk, all points in Ck will collapse applying 2αk times the nonlinear mapping
σ, so that Lk = 2αk.

Let us assume that we have compressed the first j ∈ J1, αkK elements of the class Ck. Note that to
compress j elements, it is necessary to apply two steps per element (data structuring and compression

steps). Therefore, it is necessary to apply 2j steps. Denote by C2j+1
k the class C1

k after having applied 2j

steps to it. Let us show that we can compress the j + 1-th element of C2j+1
k .

Data structuring: Denote by x2j+1
rt the elements of C2j+1

k for t ∈ J1, αkK. Observe that, after compressing

the first j elements of C2j+1
k , we will always have that x2j+1

rt = (0, 0) for t ∈ J1, jK and x2j+1
rj+1

= (a2j+1
j+1 , 0)

for some a2j+1
j+1 ∈ R. Since we assumed from the beginning that they are not neighboring points of the

same class, let x2j+1
s = (a2j+1

s , 0) /∈ C2j+1
k be the nonzero closest point to x2j

r1 = (0, 0) in the x−axis. We

also consider x2j+1
s+1 = (a2j+1

s+1 , 0) with a2j+1
s+1 ̸= 0, the point to the right of x2j+1

s on the x-axis (if it does

not exist, we take x2j+1
s+1 := x2j+1

s + (0.5, 0)).
Let us consider the parameters

w1
2j+2 = (0, 1), w2

2j+2 =

(
1

2
,−1

2

)
, b12j+2 = −

(
a2j+1
s+1 + a2j+1

s

2

)
, b22j+2 =

a2j+1
s

4
. (4.11)

Define W2j+2 = (w1
2j+2, w

2
2j+2)

⊤ and b2j+2 = (b12j+2, b
2
2j+2)

⊤ and set

x2j+2
i = σ(W2j+2x

2j+1
i + b2j+2),

so that 
x2j+2
rt = (0, a2j+2

j ) for all t ∈ J1, jK,
x2j+2
s = (0, 0),

x2j+2
rj+1

= (a2j+2
j+1 , 0).

Compression: We are going to compress x2j+2
rj with x2j+2

rj+1
. Let x2j+2

u = (0, a2j+2
u ) and x2j+2

d = (0, a2j+2
d )

be the points lying above and below x2j+2
rj on the y−axis, respectively. Also, denote by x2j+2

rr = (a2j+2
rr , 0)
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and x2j+2
ll = (a2j+2

ll , 0) the points that are to the right and left of x2j+2
rj+1

in the x−axis. Thus, we consider
the parameters

w1
2j+3 =

(
a2j+2
u + a2j+2

j

a2j+2
rr + a2j+2

j+1

, 1

)
, w2

2j+3 =

(
−
a2j+2
d + a2j+2

j

a2j+2
ll + a2j+2

j+1

,−1

)
,

b12j+3 = −

(
a2j+2
u + a2j+2

j

2

)
, b22j+3 =

a2j+2
d + a2j+2

j

2
. (4.12)

Define W2j+3 = (w1
2j+3, w

2
2j+3)

⊤ and b2j+2 = (b12j+3, b
2
2j+3)

⊤. Therefore, we have

x2j+3
i = σ(W2j+3x

2j+2
i + b2j+3).

This selection of parameters allows us to ensure that x2j+3
rt = (0, 0) for all t ∈ J1, j + 1K. This concludes

the induction argument.

As we already observed, we need L̂k = 2αk layers to compress all the elements of Ck. Consequently,
we have shown that for any arbitrary k ∈ J0,M −1K there exist zk ∈ R2, a depth L̂k ≥ 1, and parameters

WL̂k and BL̂k such that (4.5) and (4.6) hold. Furthermore, we can explicitly construct the parameters
by following (4.11) and (4.12).

As a consequence of the Proposition 4.1, there exist L1 ≥ 1, parameters WL1 , and BL1 , and a sequence
of different points {zk}M−1

k=0 ⊂ R2 such that

ϕ(WL1 ,BL1 , Ck) = zk, for all k ∈ J0,M − 1K. (4.13)

Therefore, to compress all classes, the vector-valued σ function must be applied

M−1∑
k=0

2αk = 2

M−1∑
k=0

|Ck| = 2N,

times. In other words, the depth of the neural network has to be L1 = 2N to compress all classes.

4.3. Data sorting. In the previous step, we have shown that we can reduce our dataset {xi}Ni=1⊂Rd

to a set {zk}M−1
k=0 ⊂R2, in which each element represents a class or label. Without loss of generality, we

assume that each zk is associated with a label k.

In this section, we aim to find L2 > 0 and parameters WL2 , BL2 such that for a strictly increasing
sequence {ξk}M−1

k=0 ⊂ R, we have

ϕ(WL2 ,BL2 , zk) = ξk, for all k ∈ J0,M − 1K. (4.14)

Let {βη}M−1
η=0 be a sequence of positive numbers and {ξ̂k}M−1

k=0 ⊂ R a strictly increasing sequence. Note

that to prove (4.14), it is sufficient to show that

ϕ(Wβη ,Bβη , zk) = ξ̂k, for all k ∈ J0, ηK,

ϕ(Wβη ,Bβη , zη+1) = ξ̂M−1,
(4.15)

for every η ∈ J0,M − 2K. This is equivalent to asserting that we can order the first η points, and place
zη+1 as the farthest point from zero. Clearly, when η = M − 2 we recover (4.14).

We will prove (4.15) by induction on η, applying a data structuring process, similar to the “compression
of a single class” step, and a projection process in which Lemma 2.1 will be consistently utilized.

(1) Initial Step: Our goal is to prove that (4.15) is fulfilled for η = 0. We proceed in several steps.

Projection: We start by projecting the data to the one-dimensional line. By Lemma 2.1, there exist w1

and b1 such that

z1k = σ(w1 · zk + b1) ∈ R,

satisfies z1i ̸= z1j for all i ̸= j ∈ J0,M − 1K. In the following, when zlk ∈ R for some l ≥ 1, we add an

extra sub-index jk in zlk,jk to denote the actual position with respect to the other elements counting from

left to right (see Figure 14). Clearly, depending on which point k we consider, its position (jk) can be
different. However, we will only make the dependence of jk on k explicit when necessary.
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Figure 14. Sequence {z1k,j}
M−1
k=0 ⊂ R. The index k indicates the class to which z1k,j

belongs, while the index j indicates its position from left to right.

Data structuring: Let us define

w1
2 = 1, w2

2 = −1, b12 = −

(
z10,j+1 + z10,j

2

)
, and b22 =

z10,j + z10,j−1

2
,

and denote W2 = (w1
2, w

2
2)

⊤ and b2 = (b12, b
2
2)

⊤. Then, we define z2k = σ(W2z
1
k + b2). With the above

parameters, we ensure that z10 = (0, 0). See Figure 15.

Figure 15. The hyperplanes H1
2 and H2

2 are defined by the equations w1
2 · x + b12 = 0

and w2
2 · x+ b22 = 0, respectively. This step is similar to the first one in the compression

process (see Figure 12)

Projection: Due Lemma 2.1 there exist w3 ∈ R2 and b3 ∈ R such that

0 ≤ w3 · z20 + b3 < w3 · z2k + b3, for all k ∈ J1,M − 1K.

Define z3k,j = σ(w3 · z2k + b3). By construction, z0 is the closest point to the hyperplane w3 · z + b3 = 0,
so it will be the closest point to zero after the projection step. Consequently, j0 = 0, and the first point
has been sorted. It remains to prove that the second point can be moved to the last position.

Figure 16. The hyperplane H1
3 is defined by the equation w1

3 · x+ b3 = 0 so that z30 is
the first point from left to right.

Data structuring: Let us define

w1
4 = 1, w2

4 = −1, b14 = −

(
z31,j+1 + z31,j

2

)
, and b24 =

z31,j + z31,j−1

2
,

and denote W4 = (w1
4, w

2
4)

⊤ and b4 = (b14, b
2
4)

⊤. Then, define z4k = σ(W4z
3
k + b4). With the above

parameters, z41 = (0, 0), while z40 is the farthest point from the origin on the y−axis (see Figure 17).
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Figure 17. The hyperplanes H1
4 and H2

4 are defined by the equations w1
4 · x + b14 = 0

and w2
4 · x+ b24 = 0, respectively.

Projection: Let us consider a vector w5 ∈ R2 and b5 ∈ R such that

0 ≤ w5 · z40 + b5 < w5 · z4k + b5, for all k ∈ J1,M − 1K, (4.16)

and also

w5 · z4k + b5 < w5 · z41 + b5, for all k ∈ J2,M − 1K. (4.17)

With these parameter values: z5k,j = σ(w5 · z4k + b5). By construction, we have that (4.15) is satisfied
when η = 0, concluding the initial step.

Remark 4.1. The following aspects should be highlighted.

• As observed in Figure 18 the hyperplane H1
5 considered satisfies the conditions (4.16) and (4.17). They

are satisfied whenever θ ∈ (0, θ∗), where θ is the angle between the x−axis and the hyperplane H1
5 , and

θ∗ is the angle between the x−axis and hyperplane containing z40 and the farthest point of {z4k}
M−1
k=1 on

the x−axis.

• Note that, in the initial step of the proof, we iterate five times to obtain (4.15) with η = 0. But given
the configuration {z5k}k, only two extra steps (specifically, the last data structuring and projection steps)
are necessary to satisfy (4.15) with η = 1. Therefore, to sort the first η ∈ J1,M − 3K classes, one requires
5 + 2η iterations.

• By construction, the point to be sorted is always the one that is placed the furthest from the origin.
Therefore, it is enough to sort the first M − 1 points, and the point M will automatically be sorted.

Figure 18. The hyperplane H1
5 is defined by w1

5 ·x+ b15 = 0, so that j0 = 0 and j1 = 3.

(2) Inductive Step: Let η ∈ J1,M − 2K and ℓ := 5 + 2(η+ 1). Assume that we have sorted the first η

points of {zℓk}
M−1
k=0 , that is jk = k for k ∈ J0, ηK. We will show that we can sort one extra element.

By construction, we can assume that the element that we have to sort is the farthest one in the x−axis,
i.e., jη+1 = M − 1.
Data structuring: Let k1, k2 ∈ Jη,M − 1K be such that zℓk1,jη+2−1 and zℓk2,jη+2+1 are the left and

right neighborhood points of zℓη+2,jη+2
, respectively (if zℓk2,jη+2+1 does not exist, it is enough to take

zℓk2,jη+2+1 := zℓk1,jη+2
+ 1). Thus, consider the parameters

w1
ℓ+1 = 1, w2

ℓ+1 = −1, b1ℓ+1 = −

(
zℓk2,jη+2+1 + zℓη+2,jη+2

2

)
,

and b2ℓ+1 =
zℓη+2,jη+2

+ zℓk1,jη+2−1

2
.
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Define Wℓ+1 = (w1
ℓ+1, w

2
ℓ+1)

⊤ and bℓ+1 = (b1ℓ+1, b
2
ℓ+1)

⊤ and set

zℓ+1
k = σ(Wℓ+1z

ℓ
k + bℓ+1).

We obtain that zℓ+1
η+2 = (0, 0) and zℓ+1

η+1 = (a, 0), for some a > 0, is the farthest point in the x−axis.

Moreover, for a decreasing sequence of positive numbers {ak}M−1
k=0 , we deduce

zℓ+1
k = (0, ak), for all k ∈ J0, k1K. (4.18)

Projection: Let wℓ+2 ∈ R2 and bℓ+2 ∈ R be such that

0 ≤ wℓ+2 · zℓ+1
k + bℓ+2 < wℓ+2 · zℓ+1

k+1 + bℓ+2 for all k ∈ J0, ηK, (4.19)

wℓ+2 · zℓ+1
k + bℓ+2 < wℓ+2 · zℓ+1

η+2 + bℓ+2 for all k ∈ J0,M − 1K. (4.20)

The assumptions about Wℓ+2 mentioned above are not restrictive. Condition (4.19) is feasible, as

shown by (4.18), where the sequence zℓ+1
k is arranged on the y−axis for k ∈ J0,M − 2K as a decreasing

sequence. Furthermore, (4.20) is achievable by selecting the appropriate slope of the hyperplane defined

by the parameters (see Remark 4.1). We then set zℓ+2
k,j = σ(wℓ+2 · zℓ+1

k + bℓ+2), and, by construction, we

have that jk = k for k ∈ J1, η + 1K and jη+2 = M − 1, concluding the induction.

Therefore, taking η = M −2 in (4.15), we can sort all the data. Thus for L2 = 5+2(M −2) = 1+2M ,

there exist WL2 , BL2 and a strictly increasing sequence {ξk}M−1
k=0 ⊂ R such that (4.14) holds.

4.4. Mapping to the respective labels. We start from the output of the previous step, where we
have shown that for L2 = 1+ 2M there exist parameters WL2and BL2 such that for a strictly increasing
sequence {ξk}M−1

k=0 ⊂ R, we have

ϕL2(xi) = ϕ(WL2 ,BL2 , zk) = ξk, for all k ∈ J0,M − 1K. (4.21)

Our goal in this step is to prove, again by induction, that there exist L3 > 0, and parameters WL3 and
BL3 such that

ϕL3(xi) = ϕ(WL3 ,BL3 , ξk) = k, for all k ∈ J0,M − 1K. (4.22)

(1) Initial Step: We begin by sorting the first three elements.

Data projection. Consider the parameters

w1 =
1

ξ1 − ξ0
, and b1 =

−ξ0
ξ1 − ξ0

,

and ξ1k = σ(w1 · ξk + b1). We have ξ10 = 0 and ξ11 = 1.

Figure 19. The hyperplane H1
1 is defined by the equation w1 · x+ b1 = 0.

Data structuring. With the parameters

w1
2 =

2

ξ12 − ξ11
, w2

2 = 1, b12 = −
(
ξ12 + ξ11
ξ12 − ξ11

)
, and b22 = 0

define w2 = (w1
2, w

2
2)

⊤ and b2 = (b12, b
2
2)

⊤, and set ξ2k = σ(W2ξ
1
k + b2). By construction, we deduce

ξ20 = (0, 0), ξ21 = (0, 1), ξ22 = (1, ξ12), ξ
2
k = (ak, ck), for all k ∈ J3,MK,

where {ak}Mk=3, and {ck}Mk=3 are two increasing sequences satisfying that a3 > 1 and c3 > ξ12 .
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Figure 20. The hyperplanes H1
2 and H2

2 are respectively defined by the equations
w1

2x+ b12 = 0 and w2
2x+ b22 = 0.

Data projection. Let us consider the parameters w3 = (2−ξ12 , 1) and b3 = 0, and define ξ3k = σ(w3·ξ2k+b3).
Clearly, we have that ξ3k = k for all k ∈ J0, 2K.

Figure 21. The hyperplane H1
3 is defined by the equation w3 · x+ b3 = 0.

Remark 4.2. We have applied σ (or σ) three times to sort the first three points. However, to sort one
more point, only two further steps are needed: data structuring and projection. Therefore, to sort n ≥ 2
points (from the configuration of the previous step), 1 + 2(n − 2) = 2n − 3 applications of σ (or σ) are
needed.

(2) Inductive Step: Consider η ∈ J0,M − 1K and define l := 1 + 2(η − 2). Let us assume that ξlk = k

for all k ∈ J0, ηK. We will show that there exist parameters such that ξl+2
k = k for all k ∈ J0, η + 1K. We

will proceed in two steps: data structuring and data projection.

Data structuring. Let us consider the parameters

w1
l+1 =

2

ξlη+1 − ξlη
, w2

l+1 = 1, b1l+1 = −

(
ξlη+1 + ξlη
ξlη+1 − ξlη

)
, and b2l+1 = 0.

Define Wl+1 = (w1
l+1, w

2
l+1)

⊤ and bl+1 = (b1l+1, b
2
l+1)

⊤, and consider

ξl+1
k = σ(Wl+1ξ

l
k + bl+1)

so that ξl+1
η+1 = (1, ξlη+1) and

ξl+1
k = (0, k), for all k ∈ J0, ηK,

ξl+1
k = (ak, ck), for all k ∈ Jη + 2,M − 1K,

where {ak}M−1
k=η+2 and {ck}M−1

k=η+2 are two sequences of strictly increasing numbers such that ak > 1 and

ck > ξlη+1 for all k ≥ η + 2.

Data projection. Finally, define ξl+2
k = σ(wl+2 · ξl+1

k + bl+2) with

wl+2 = ((η + 1)− ξlη+1, 1), and bl+2 = 0

so that ξl+2
k = k for all k ∈ J0, η + 1K.

Observe that, in order to drive the M points to their respective labels, we need to apply L3 = 2M − 3
steps.
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Summarizing, the input-output map ϕL of Theorem 1.1, for N points with M classes, is given by the
composition of the mappings ϕLi

i given by (4.2), (4.13), (4.14) and (4.22) respectively, i.e.,

ϕL = (ϕL3 ◦ ϕL2 ◦ ϕL1 ◦ ϕL0),

with L = L0 + L1 + L2 + L3 = 1 + 2N + (2M + 1) + (2M − 3) = 2N + 4M − 1.

Proof of Corollary 1.1: Now, we continue with the proof of Corollary 1.1. To this end, let us recall
that we have assumed {xi, yi} ⊂ Bd

Rx
(0)×B1

Ry
(0), with Rx, Ry > 0. We proceed step by step to estimate

the norms.

Preconditioning of the data: Denote by (W1,B1) = (W1, b1) the parameters in this step. Recall that
∥w1∥2 = 1 and we take b1 = 2Rx, so that

∥W1∥F = ∥w1∥2 = 1, ∥b1∥2 = 2Rx, ∥W1∥∞ ≤ 1, ∥b1∥∞ = 2Rx.

Hence, we have that

|||(W1,B1)|||22 =

1∑
j=1

(
∥Wj∥2F + ∥bj∥22

)
= 12 + (2Rx)

2 = 1 + 4R2
x, (4.23)

and for the l∞− norm we get

|||(W1,B1)|||∞ = max
j∈{1}

{∥Wj∥∞, ∥bj∥∞} = max{1, 2Rx} = 2Rx. (4.24)

Compression step: The total depth of the network is L2 = 2N . For each j ∈ {0, . . . , N − 1}, we first
analyze the data structuring layer (W2j , b2j):

W2j =

(
1
−1

)
, so that ∥W2j∥2F = 2, ∥b2j∥22 ≤ 2M2

1 .

Now, for the Compression layer (W2j+1, b2j+1):

W2j+1 =

(
Aj 1
−Bj −1

)
, with Aj , Bj ≤ 1, ∥W2j+1∥2F ≤ 4, ∥b2j+1∥22 ≤ 2M2

1 .

Here M1 = maxi{∥W1x1 + b1∥∞} and therefore M1 ≤ 3Rx. To compute the full norm in this step, we
sum over j from 0 to N − 1, obtaining

|||(W2,B2)|||22 =

N−1∑
j=0

(
∥W2j∥2F + ∥b2j∥22 + ∥W2j+1∥2F + ∥b2j+1∥22

)
= N(2 + 2M2

1 ) +N(4 + 2M2
1 ) = N(6 + 4M2

1 ). (4.25)

For the ℓ∞-norm we have that ∥Wj∥∞ ≤ 1, and ∥bj∥∞ ≤ M1, thus

|||(W2,B2)|||∞ ≤ 3Rx. (4.26)

Data sorting: Let Rz := maxk ∥zk∥∞ being {zk} the output from the compression step. The network
depth is L3 = 2M +1. We consider projection layers indexed by j ∈ {0, 2, . . . , 2M} and data structuring
layers indexed by j ∈ {1, 3, . . . , 2M − 1}. For each projection layer W2j and b2j :

∥W2j∥2F = 1, ∥b2j∥22 ≤ R2
z.

There are M + 1 such layers. For each structuring layer W2j+1 and b2j+1:

∥W2j+1∥2F = 2, ∥b2j+1∥22 ≤ 2R2
z.

There are M such layers. The total norm is

|||(W3,B3)|||22 =

M∑
j=0

(
∥W2j∥2F + ∥b2j∥22

)
+

M−1∑
j=0

(
∥W2j+1∥2F + ∥b2j+1∥22

)
= (M + 1)(1 +R2

z) +M(2 + 2R2
z) = (3M + 1)(1 +R2

z).

To estimate Rz, let z
(0)
i = x1

i be the output of Step 1, and assume ∥z(0)i ∥∞ ≤ M1 for all i. Then each
iteration in Step 2 satisfies:

∥z(ℓ)i ∥∞ ≤ ∥Wℓ∥∞ · ∥z(ℓ−1)
i ∥∞ + ∥bℓ∥∞ ≤ ∥z(ℓ−1)

i ∥∞ +M1.
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By induction over 2N layers, we obtain:

Rz := max
i

∥z(2N)
i ∥∞ ≤ (2N + 1)M1 ≤ 2Rx(2N + 1).

Using the bound for Rz derived above,

|||(W3,B3)|||22 ≤ (3M + 1)(1 + 4R2
x(2N + 1)2). (4.27)

For the ℓ∞-norm, since all parameters are bounded by Rz, we deduce

|||(W3,B3)|||∞ ≤ 2Rx(2N + 1). (4.28)

Mapping to the labels: We denote by (W4,B4) the collection of parameters used in the final step
of the construction. Recall that the total number of layers in this step is L4 = 2M − 3. The first three
layers implement the initial projection and positioning of the first three values. All parameters involved in
these layers are explicitly defined and uniformly bounded in terms of the geometry of the values {ξk}M−1

k=0 .
Therefore, there exists a constant Cξ > 0, depending only on the relative distance of the data {xi}Ni=1,
such that

∥Wj∥2F + ∥bj∥22 ≤ Cξ(1 +R2
y), ∥Wj∥∞, ∥bj∥∞ ≤ max{1, Cξ}, for j = 1, 2, 3.

In the inductive step, we have that for each η ∈ J2,M − 2K, two layers are required to map ξη+1 7→ η+1.
This is done with the Data structuring layer, for which we have Parameters satisfy again

∥Wj∥2F + ∥bj∥22 ≤ Cξ (1 +R2
y), ∥Wj∥∞, ∥bj∥∞ ≤ max{1, Cξ}.

Then we apply the Projection layer with weight w = (η + 1− ξη+1, 1), and bias 0, and hence

∥Wj∥2F = (η + 1− ξη+1)
2 + 1 ≤ (M +Ry)

2, ∥bj∥22 = 0, ∥Wj∥∞ ≤ M +Ry, ∥bj∥∞ = 0.

Then, putting all together, we have three initial layers plus (M−3) inductive steps. Therefore, we deduce

|||(W4,B4)|||22 = 3Cξ (1 +R2
y) + (M − 3)

[
Cξ (1 +R2

y) + (M +Ry)
2
]

= M Cξ (1 +R2
y) + (M − 3) (M +Ry)

2. (4.29)

Analogously for the ℓ∞ norm, taking the maximum over all layers yields

|||(W4,B4)|||∞ ≤ max
{
max{1, Cξ}, M +Ry

}
. (4.30)

Finally, combining estimation (4.23)-(4.25)-(4.27)-(4.29), we deduce that

|||(W,B)|||22 ≤
(
1 + 4R2

x

)
+N

(
6 + 36R2

x

)
+ (3M + 1)

[
1 + 9R2

x(2N + 1)2
]

+
[
M Cξ(1 +R2

y) + (M − 3)(M +Ry)
2
]
,

and for the l∞−norm we combine estimations (4.24)-(4.26)-(4.28)-(4.30) to obtain

|||(W,B)|||∞ = max
{
2Rx, 3Rx, 3Rx(2N + 1), max{Cξ, M +Ry}

}
.

In particular, we can guarantee the existence of a constant C > 0 independent of N, M, Rx, Ry such
that

|||(W,B)|||2 ≤ C(1 +Rx

√
N +RxN

√
M +RyM),

and

|||(W,B)|||∞ ≤ C
(
RxN +M +Ry

)
.

5. Universal approximation theorem

In this section, we prove the Universal Approximation Theorem in Lp(Ω;R+) (Theorem 1.4).

Proof. We proceed according to the Strategy of the proof after Theorem 1.4, in Section 1.3.
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(a)

h

h +

(b)

Figure 22. (A) Illustration of the simple function fh on H, defined in (5.3). (B) The
main features of Gh

δ are represented: The mesh thickness δ, the size h > 0, and the
hyperrectangles HG

i , illustrated with orange boundary.

Step 1 (Hyperrectangles construction): Let us consider C, the smallest hyperrectangle containing
Ω, oriented according to the axes of the canonical basis of Rd. Consider 0 < h < 1 and 0 < δ ≪ h. Define
an equispaced grid Gh

δ ⊂ Rd, of thickness δ, oriented according to the axes of the canonical basis of Rd.

Define the family of hyperrectangles H = {Hi}Nh
i=1 as H = C \ Gh

δ . We also consider HG := {HG
i }

NG
h

i=1 a
family of hyperrectangles such that

Gh
δ =

NG⋃
i=1

HG
i ,

see Figure 7. Note that the family H depends on h, and the family HG depends on h and δ; however,
this dependency will be omitted to simplify the notation.

The number of hyperrectangles Nh on H satisfies

Nh ≤ h−dCΩ, (5.1)

with CΩ a constant depending on md(Ω), where md(·) denotes the Lebesgue measure in Rd. Taking
into account that the number of edges of a d-dimensional hypercube is 2d(d− 1), the Lebesgue measure
md(G

h
δ ) of the grid Gh

δ intersecting C is bounded by

md(G
h
δ ) ≤ CΩ,dδ(h+ δ)d−1h−d. (5.2)

Thus, for any γ > 0, taking δ = h1+γ , the volume of Gh
δ tends to zero as h → 0. In the following, we will

take γ = p.

Let us fix a function f ∈ Lp(Ω;R+). Extending it by zero, we assume that f ∈ Lp(C;R+). By the
density of simple functions, we know that f can be approximated by a sequence of simple functions. In
particular, we can construct a simple function supported on hyperrectangles as follows: Let us consider
the constants

fh
1,i :=

1

md(Hi)

∫
Hi

f(x) dx, for i ∈ J1, NhK,

and

fh
2,i :=

1

md(HG
i )

∫
HG

i

f(x) dx, for i ∈ J1, NGK.

That is, fh
1,i and fh

2,i are the average value of the function f in the hyperrectangleHi andHG
i , respectively.

Then, we introduce the simple function

fh(x) =

Nh∑
i=1

fh
1,iχHi(x) +

NG∑
i=1

fh
2,iχHG

i
(x), (5.3)
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where χHi
denotes the characteristic function on the set Hi, similar for HG

i . In the following, we denote
by Mh > 0 the number of values that the function fh takes on the family of hyperrectangles H. Note
that Mh ≤ Nh.

Let us observe that by the Lebesgue differentiation theorem, the sequence fh approximates f a.e. on C
as h → 0, and therefore, due to the dominated convergence theorem, we have that ∥f − fh∥Lp(C;R+) → 0
as h → 0. In particular, for all ε > 0 there exists h1 > 0 small enough such that for every 0 < h < h1 we
have

∥f − fh∥Lp(C;R+) < ε/2. (5.4)

Moreover, as shown in [13, Section 6.2], if f ∈ W 1,p(Ω;R+), there exists a constant C > 0 independent
of h > 0 such that

∥f − fh∥Lp(Ω;R+) ≤ Cmax{diam(H),diam(HG)}∥f∥W 1,p(Ω;R+) (5.5)

where diam(H) = maxHi∈H{diam(Hi)}. Since diam(HG) < diam(H), and diam(H) is at most
√
dh > 0,

(5.5) reduces to

∥f − fh∥Lp(Ω;R+) ≤ Ch∥f∥W 1,p(Ω;R+) (5.6)

Thus, estimate (5.4) is ensured by taking

h1 =
ε

2C∥f∥W 1,p(Ω;R+)
. (5.7)

Step 2 (Approximation of fh using a neural network): In this step, we will construct a neural
network approximating the simple function fh. This is done by mapping the hyperrectangles of H into
the Mh values of fh via a neural network.

Step 2.1 (Compresion of one hyperrectanle): In the same spirit as the compression process in
Section 4.2.2, we first show that a single Hi can be compressed without mixing the other hyperrectangles.
This allows compressing the whole family {Hi}Nh

i=1.
This is done in two stages. First, we apply a compression process driving the d−dimensional hy-

perrectangle into a (d + 1)−dimensional Euclidean space, allowing us to drive a hyperrectangle to a
point. In the second stage, we project the data to the d−dimensional space, keeping the structure of the
hyperrectangle.

Step 2.1.1 (First layer): Let us suppose we want to compress a fixed hyperrectangle H∗ that is located
on one edge of the hyperrectangle C, and oriented in a canonical direction eη̂ for some η̂ ∈ J1, dK. We
consider the following family of hyperplanes

Hη := {x ∈ Rd : eηx+ bη = 0}, for η ∈ J1, dK,

Hd+1 = {x ∈ Rd : −eη̂x+ b∗η̂ = 0}, (5.8)

and the respective activation regions (see Section 2.1.1)

Rη := {x ∈ Rd : eηx+ bη ≥ 0}, for η ∈ J1, dK,

Rd+1 := {x ∈ Rd : −eη̂x+ b∗η̂ ≥ 0}. (5.9)

In particular, observe that

Rη̂ ∩Rd+1 = ∅. (5.10)

Here, we have one hyperplane for each canonical direction and one extra hyperplane in the direction eη̂,
so there are in total d+ 1 hyperplanes. The constants bk are chosen in such a way that the hyperplanes
are placed around the hyperrectangle H∗, that is, bk’s are taken such that

σ(eηx+ bη) = 0, σ(−eη̂x+ b∗η̂) = 0, for all x ∈ H∗, η ∈ J1, dK.

Let us apply the map defined by the parameters from the hyperplanes (5.8). This defines the new
family of hyperrectangles {H1

i }Ni=1. Namely, denote by W 1 ∈ Rd+1×d and b1 ∈ Rd+1 the matrices given
by

W 1 =
(
e1|e2| . . . |eη̂|(−1)eη̂| . . . |ed

)⊤
, b1 =

(
b1|b2| . . . |bη̂|b∗η̂| . . . |bd

)⊤
.

Then, the new family of hyperrectangles is given as

x1 = σ(W 1x+ b1) ∈ H1
i , for all x ∈ Hi, i ∈ J1, NK. (5.11)
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Figure 23. (A) We illustrate how the hyperplanes Hη (three of them in this
2−dimensional setting) enclose the hyperrectangle H4. Additionally, this defines the
regions Rη and the subregions SIn introduced in (5.9) and (5.12), respectively. Here,
we can observe that the parameters of H1 are w1 = (1, 0) and b1 = −3.5, for H2 are
w2 = (0, 1) and b2 = −4.5, and for H3, w3 = −(0, 1) and b3 = 1.5 . (B) We show how
the function P (x), defined in (5.14), maps the hyperrectangles. In (B), we keep the same
labels for each hyperrectangle as in (A), but it needs to be understood as P (Hi) for every
i. The rectangles here, as H1, illustrate 1−dimensional hyperrectangles (lines). For H1,
we have that p1(x) = p3(x) = 0 and p2(x) = 1 for all x ∈ H1, thus P (x) = (0, x(2)).
The small square illustrates a 0−dimensional hyperrectangle, i.e., a point. The chosen
parameters ensure that P (H4) = {0d}. (C) Here, we illustrate the image of G, taking
as an input P (H). Observe that G translates the hyperrectangles such that there is no
overlapping between them, recovering the same structure of (A), but with some hyper-
rectangles of smaller dimensions. In particular, those that belong to one subregion in
(A) in (C) become lines. The function F introduced in (5.14) maps the hyperrectangles
in (A) to the hyperrectangles in (C).

An illustration of the family {H1
i }Ni=1 for a 2−dimensional example is given in Figure 25 (Appendix B).

Step 2.1.2 (Second layer): The previous selection of parameters can drive all points in H∗ into
H1

∗ = {0d+1}, where 0d+1 denotes the null vector in Rd+1, and since d + 1 hyperplanes have been
employed, our hyperrectangles are carried into a d + 1-dimensional space. To recursively apply this
process, we need to project the hyperrectangles into a d-dimensional space, ensuring that the previous
steps define an injective mapping for the hyperrectangles, i.e., distinct hyperrectangles are carried to
distinct locations without mixing them.

For this purpose, let In ⊂ J1, d + 1K be a set of indices with n ≥ 1 elements. We introduce the
subregions SIn defined as

SIn =

x ∈ Rd : x ∈
⋂

η∈In

Rη and x /∈
⋃

η∈Ic
n

Rη

 , (5.12)

where Icn is the complement of In with respect to J1, d+ 1K. Observe that if x ∈ SIn , then x belongs to
n regions. Likewise, if Hi ⊂ SIn , Hi, it is in n regions. Due to the construction of the hyperplanes, a
hyperrectangle can belong to at most d regions. See Figure 23 (A).

Additionally, if x belongs to n regions, σ(W 1x + b1) is a vector with n non zero coordinates. This
motivates the introduction of the pattern activation function pη : Rd → R defined as

pη(x) =

{
1 if x ∈ Rη,

0 if x /∈ Rη,
for every η ∈ J1, d+ 1K.

Since (5.10), we have that either

pη̂(x) = 0 or pd+1(x) = 0, for every x ∈ Rd. (5.13)
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Furthermore, pη(x) = 1 if x ∈ SIn with η ∈ In, and pη(x) = 0 otherwise. Let us introduce F : Rd → Rd

defined as

F (x) = P (x) +G(x) =

(
d+1∑
η=1

pη(x)x
(η)eη

)
+

(
d+1∑
η=1

pη(x)bηeη

)
. (5.14)

Figure 23 illustrates how the map F (x) acts on the hyperrectangles H in a two-dimensional example.
The following lemma, proved in Appendix B, gives us important properties of F .

Lemma 5.1. We have that F (H∗) = 0d, where 0d denotes the null vector in Rd. Moreover, for any
hyperrectangles Hi,Hj ⊂ H with i ̸= j, we have that F (Hi) ∩ F (Hj) = ∅.

For each Hi, there are two possibilities for F (Hi): it either retains the shape of a hyperrectangle, in
which case P (Hi) is equal to Hi and G(Hi) acts as a translation, or it collapses into a lower-dimensional
hyperrectangle, where P (Hi) projects the hyperrectangle and G(Hi) translates it. In fact, the dimen-
sion of the resulting hyperrectangle depends on the number of regions the original hyperrectangle Hi is
associated with. See Figure 23 for an illustration.

Consider W 2 := (W 1)⊤ ∈ Rd×d+1 as the transpose of W 1, and a vector b2 ∈ Rd such that

ek(W
2x1 + b2) > 0, for all x1 ∈ H1

i , i ∈ J1, NhK,

and for all k ∈ J1, dK. The family of hyperrectangles {H2
i }Ni=1 is defined by

x2 = σ(W 2x1 + b2) ∈ H2
i , for all x1 ∈ H1

i , i ∈ J1, NhK. (5.15)

Let us note that the hyperrectangles {H2
i }Ni=1 are not mixed, that is, for Hi,Hj ∈ H with i ̸= j we have

that H2
i ∩H2

j = ∅. Furthermore, H∗ is mapped to a single point. To verify the above, let us observe that
for x ∈ H, we have

x2 = σ(W 2σ(W 1x+ b1) + b2) = W 2σ(W 1x+ b1) + b2. (5.16)

Let x(i) denote the i−th coordinate of x. Using the fact that σ(W 1x(1) + b1) = p1(x)(W
1x(1) + b1), for

every x ∈ Hi and given (5.13), we obtain

x2 = W 2



p1(x)(e1x+ b1)
p2(x)(e2x+ b2)

...
pη̂(x)(eη̂x+ bη̂)

pd+1(x)(−eη̂x+ b∗η̂)
...

pd(x)(edx+ bd)


+ b2 =



p1(x)(e1x+ b1)
p2(x)(e2x+ b2)

...
pη̂(x)(eη̂x+ bη̂) + pd+1(x)(eη̂x− b∗η̂)

...
pd(x)(edx+ bd)


+ b2

=

(
d∑

η=1

pη(x)eηx+ pd+1(x)eη̂x

)
+

(
d∑

η=1

pη(x)bηeη − pd+1(x)b
∗
η̂eη̂

)
+ b2 = F (x) + b2.

The last constant, b2, simply translates all hyperrectangles by the same magnitude. Therefore, due to
Lemma 5.1, we conclude that the transformation F (H) + b2 does not mix the hyperrectangles, preserves
their structure, and maps the hyperrectangle H∗ to {0d}.

For the example shown in Figure 23, the hyperrectangles {H2
i }

Nh
i=1 correspond to those in part (C),

but translated to the positive quadrant R2
+. This translation is carried out by b2, which, in this example,

can be chosen as b2 = (0.1, 2.6).

Step 2.2 (Compression of all hyperrectangles): In the previous step, we successfully compressed
H∗ into a single point without mixing the other hyperrectangles. However, this process also slightly
perturbed the remaining hyperrectangles, transforming them into hyperrectangles of lower dimensions.
Specifically, hyperrectangles that were originally n-dimensional are now (n− 1)-dimensional.

Let E represent the set of edges of C. We define {Ei}di=1 ⊂ E as a set of orthogonal edges. The
family of hyperrectangles HE is then given by HE = {Hi ∈ H : Hi ∩ {Ei}di=1 ̸= ∅}, that is, the set
of hyperrectangles in H intersecting at least one edge in {Ei}di=1. We will prove that compressing the
hyperrectangles in HE into points also compresses all the hyperrectangles in H into points.
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Figure 24. In the figure, we show an example of the compression process following
the guidelines from Steps 2.1-2.2. First, in Step 1, we select two edges, E1 and E2 of
C, oriented according to different canonical vectors. Thus, HE = {H1,H4,H7,H8,H9}.
Then, we compress the first hyperrectangle, H1, using two hyperplanes (a two-layer
neural network with two neurons in the first layer and two neurons in the second layer).
Here, H2 and H3 belong to S{1}, and intersects H4 and H7 S{2}. Next, in Step 2,

we compress the second hyperrectangle on E1, corresponding to H2
4. We use three

hyperplanes to compress it (a two-layer neural network with three neurons in the first
layer and two neurons in the second layer). Here, H2

5 and H2
6 belongs to S{1}. In Step

3, we continue with H4
7. After compressing all the hyperrectangles along E1, we have

reduced every hyperrectangle to (d− 1)-dimensional objects (d− 1 = 1 in this example).
By applying the same process to the hyperrectangles along E2 and continuing with Steps
4 and 5, we complete the compression process.

We refer to Figure 24 for a graphical description of what follows.
Let E1 be one of the selected orthogonal edges of C. By Step 2.1, we can compress any hyperrectangle

H1 ∈ HE intersecting E1 using a two-layer neural network. Moreover, observe that if a d-dimensional
hyperrectangle Hi belongs to a subregion SIn with n ≤ d, then it collapses into a (d − 1)-dimensional
hyperrectangle. Indeed, the conditionHi ⊂ SIn with n ≤ d implies that there exists an index η̄ ∈ J1, d+1K
such that pη̄(x) = 0 for all x ∈ Hi. Consequently, the η̄-th coordinate of every point in Hi vanishes,
collapsing Hi in to a (d− 1)−dimensional hyperrectangle.

By applying the previous argument to all hyperrectangles in HE intersecting E1, we deduce that each
Hi ∈ H eventually enters a region SIn with n ≤ d−1. As a result, there exists a coordinate η̄ ∈ J1, d+1K
such that pη̄(x) = 0 for all x ∈ Hi, and thus Hi collapses into a (d − 1)-dimensional hyperrectangle.
Then, we continue with the hyperrectangles that intersect E2. Since E2 is orthogonal to E1, the vanishing
coordinate is now η̃ ̸= η̄, and each (d− 1)-dimensional hyperrectangle is further collapsed into a (d− 2)-
dimensional hyperrectangle. Repeating this process for each edge Ek with k ∈ {1, . . . , d}, and noting that
each step corresponds to the vanishing of a new and different coordinate, we conclude that every Hi ∈ H
is eventually mapped to a 0-dimensional object (a point). This concludes the compression process.
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Remark 5.1. If we had not followed the edge-based strategy, we would have needed to compress hy-
perrectangles located inside C. In the worst case, enclosing a d-dimensional hyperrectangle requires 2d
hyperplanes, implying that the neural network would need to have width 2d. By restricting the compression
to hyperrectangles on the edges of C, we reduce this requirement to d+1 hyperplanes per step. Therefore,
this strategy allows us to reduce the width of the neural network from 2d to d+ 1 neurons per layer.

Step 2.3 (Neuronal network construction): Let N j
E be the number of hyperrectangles on the

edge Ej for every j ∈ {1, . . . , d}. After applying Step 2, we have applied a two-layer neural network

NE :=
∑d

j=1 N
j
E times, and we have constructed a family of parameters W2NE and B2NE such that

ϕ2NE (H) := ϕ(W2NE ,B2NE ,H) = {xi}Nh
i=1, (5.17)

where {xi}Nh
i=1 ⊂ Rd is a sequence of points. Then we can apply Theorem 1.1 to find the parameters WL

and BL with L = 2Nh + 4Mh − 1, and an input-output map ϕL of (1.2) such that

ϕL(xi) := ϕ(WL,BL, xi) = fh
i , for all i ∈ J1, NhK. (5.18)

Finally, composing the maps given by (5.17) and (5.18), i.e., ϕL = ϕL ◦ϕ2NE with L = L+2NE , we have
that

ϕL(x) := ϕ(WL,BL, x) = fh(x), for every x ∈ H, (5.19)

where WL = WL ∪W2Nh and BL = BL ∪ B2Nh .

Step 3 (Error estimation): Let us recall that in Step 1, for a given f ∈ Lp(Ω;R+) and ε > 0, we
have chosen h > 0 small enough such that (5.4) holds.

To estimate the error between fh and ϕL, since Ω ⊂ C = H ∪Gh
δ , we can write

∥ϕL(x)− fh(x)∥pLp(Ω;R+) ≤
∫
H
|ϕL(x)− fh(x)|p dx+

∫
Gh

δ

|ϕL(x)− fh(x)|p dx.

Owing to (5.19), the first term on the right-hand side vanishes. Thus,

∥ϕL(x)− fh(x)∥pLp(Ω;R+) ≤
∫
Gh

δ

|ϕL(x)− fh(x)|p dx ≤
∫
Gh

δ

|fh(x)|p dx+ ∥ϕL∥p
L∞(Gh

δ )
md(G

h
δ ). (5.20)

Let us estimate each term on the right-hand side of (5.20). Since fh converge to f in Lp(Ω;R+), in
particular we have that

∥fh − f∥Lp(HG
i ;R+) = ∥fh

i − f∥Lp(HG
i ;R+) → 0, as h → 0.

Due to the triangular inequality, we deduce that

|fh
i | ≤ C1(1 + ∥f∥Lp(Ω;R+)), (5.21)

with C1 > 0 a constant independent of h. Then, it follows that∫
Gh

δ

|fh(x)|p dx =

∫
Gh

δ

∣∣∣∣∣∣
NG

h∑
i=1

fh
i χHG

i
(x)

∣∣∣∣∣∣
p

dx =

NG
h∑

i=1

|fh
i |pmd(HG

i )

≤ Cp
1 (1 + ∥f∥pLp(Ω;R+))

NG
h∑

i=1

md(HG
i ) = Cp

1 (1 + ∥f∥pLp(Ω;R+))md(G
h
δ ).

Thus, using (5.2) we have ∫
Gh

δ

|fh(x)|p dx ≤ C2δ(h+ δ)d−1h−d,

with C2 = Cp
1CΩ,d(1 + ∥f∥pLp(Ω;R+)). Then, since we are taking δ = h1+p, we obtain∫

Gh
δ

|fh(x)|p dx ≤ C2(1 + ∥f∥pLp(Ω;R+))h
p. (5.22)

Before continuing, let us consider the following lemma, whose proof can be found in Appendix B.
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Lemma 5.2. Let ϕL be the map defined by (5.19), and denote by lC the longest edge of C. Then, for
h < lC log(2)/(d+ 1) we have

∥ϕL∥L∞(C;R+) ≤ C3 (1 + δ(h+ δ) + h) ,

with C3 > 0 a constant depending on d, md(C), and ∥f∥Lp(Ω;R+).

Let us assume that h < lC log(2)/(d+1). Then, using Lemma 5.2, (5.2), and since δ < hγ+1 we deduce

∥ϕL∥L∞(Gh
δ ;R+)md(G

h
δ ) ≤ C3 (1 + δ(h+ δ) + h)CΩ,dδ(h+ δ)d−1h−d ≤ 4C3CΩ,dh

p. (5.23)

Finally, putting together (5.22) and (5.23), we deduce that

∥ϕL − fh∥pLp(Ω;R+) ≤ C2h
p + (4C3CΩ,dh

p)p ≤ Ĉhp, (5.24)

where Ĉ = C2 + (4C3CΩ,d)
p is a positive constant depending on d, p, md(C), and ∥f∥Lp(Ω;R+). Thus,

taking h < ε/(2Ĉ1/p), we deduce that

∥ϕL − fh∥Lp(Ω;R+) <
ε

2
. (5.25)

Therefore, taking h < min{ε/(2Ĉ1/p), h1}, with h1 defined in (5.7), we have that (5.4) and (5.24) hold,
and consequently, we conclude that

∥f − ϕL∥Lp(Ω;R+) < ε.

Step 4 (Depth Estimation): To estimate the depth of the neural network, we first estimate

min{ε/(2Ĉ1/p), h1}. Assume that f ∈ W 1,p(Ω;R+). Then, let us observe that in an analogous way
to (5.6), we can deduce that

|fh
i | ≤ ∥f∥Lp(Ω;R+) + h∥f∥W 1,p(Ω;R+). (5.26)

Therefore, using (5.26) instead (5.21), we have C2 ≤ Cp
1CΩ,d∥f∥pW 1,p(Ω;R+). Moreover, due to Lemma 5.2,

we have that C3 = C∥f∥pW 1,p(Ω;R+). Consequently, we deduce that the constant Ĉ can be taken as

Ĉ ≤ (Cp
1CΩ,d + 4CCΩ,d)∥f∥pW 1,p(Ω;R+) =: C̃p∥f∥pW 1,p(Ω;R+)

Consequently, using (5.7) we have

min

{
ε

2Ĉ1/p
, h1

}
= min

{
ε

2Ĉ1/p
,

ε

2C∥f∥W 1,p(Ω;R+)

}
≥ ε

2∥f∥W 1,p(Ω;R+)
min

{
1

C̃
,
1

C

}
=:

εC5

2∥f∥W 1,p(Ω;R+)
.

Then, in particular, we take

h =
εC5

2∥f∥W 1,p(Ω;R+)
. (5.27)

Now, due to Step 2.3, we know that L = 2Nh + 4Mh − 1 + 2NE . Moreover, observe that NE and N can
be estimated by

NE ≤ d

⌈
lC

h+ δ

⌉
, and Nh ≤ d

⌈
lC

h+ δ

⌉d
. (5.28)

with δ = h1+p. Then, using Mh ≤ Nh and the estimations (5.28) and (5.27), we deduce the upper bound
for the depth

L ≤ C6

(
∥f∥dW 1,p(Ω;R+)ε

−d + ∥f∥W 1,p(Ω;R+)ε
−1 + 1

)
,

where C6 is a positive constant that depends on md(C), p, and d. This concludes the proof of (1.21). □
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6. Proof of the training theorems

In this section, we provide the proof of Theorems 1.2 and 1.3 and Corollary 1.4.

Proof of Theorem 1.2. By the definition of minimizer, we have

Jλ(WL
λ ,BL

λ ) ≤ Jλ(WL
∗ ,BL

∗ ) = λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
(
ϕ(WL

∗ ,BL
∗ , xi), yi

)
= λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
+ J0(WL

∗ ,BL
∗ ) = λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
, (6.1)

where we have used (1.10). Now, by the definition of the functional Jλ and (6.1), we obtain

1

N

N∑
i=1

loss
(
ϕ(WL

λ ,BL
λ , xi), yi

)
≤ Jλ(WL

λ ,BL
λ ) ≤ λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
. (6.2)

Now, due to Corollary 1.1, we know that
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣
2
can be uniformly bounded with respect to λ.

Therefore, taking λ → 0 in (6.2), we conclude (1.12).
Next, by the definition of Jλ, we obtain

λ
∣∣∣∣∣∣(WL

λ ,BL
λ )
∣∣∣∣∣∣
2
≤ Jλ(WL

λ ,BL
λ ) ≤ λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
. (6.3)

Then, dividing (6.3) by λ > 0, we deduce that the sequence {(WL
λ ,BL

λ )}λ>0 is bounded by
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣
2
.

Moreover, the Bolzano–Weierstrass Theorem ensures that this sequence has a subsequence that converges
to some (WL

0 ,BL
0 ). Denoting such a subsequence again by {(WL

λ ,BL
λ )}λ>0, we observe that

J0(WL
λ ,BL

λ ) = Jλ(WL
λ ,BL

λ )− λ
∣∣∣∣∣∣(WL

λ ,BL
λ )
∣∣∣∣∣∣
2
≤ Jλ(WL

λ ,BL
λ ). (6.4)

Then, combining (6.1) and (6.4), and using the continuity of J0, we get

J0(WL
0 ,BL

0 ) = J0

(
lim
λ→0

(WL
λ ,BL

λ )

)
= lim

λ→0
J0(WL

λ ,BL
λ ) = 0,

concluding that (WL
0 ,BL

0 ) is a minimizer of J0. Now, let us consider

(W̃L
0 , B̃L

0 ) ∈ argmin
{∣∣∣∣∣∣(WL,BL)

∣∣∣∣∣∣
2
: J0(WL,BL) = 0

}
,

that is, (W̃L
0 , B̃L

0 ) is a parameter of minimal norm minimizing J0. In particular, since (W̃L
0 , B̃L

0 ) is a
minimizer of J0, (1.13) implies that∣∣∣∣∣∣(WL

λ ,BL
λ )
∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣(W̃L

0 , B̃L
0 )
∣∣∣∣∣∣∣∣∣
2
, for all λ > 0. (6.5)

Taking λ → 0 in (6.5), we obtain ∣∣∣∣∣∣(WL
0 ,BL

0 )
∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣∣∣∣(W̃L

0 , B̃L
0 )
∣∣∣∣∣∣∣∣∣
2
. (6.6)

If (6.6) holds with strict inequality, then we contradict the fact that (W̃L
0 , B̃L

0 ) is a parameter of minimal
norm. Therefore, we must have ∣∣∣∣∣∣(WL

0 ,BL
0 )
∣∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣∣(W̃L

0 , B̃L
0 )
∣∣∣∣∣∣∣∣∣
2
,

that is, (WL
0 ,BL

0 ) is also a parameter of minimal norm that minimize J0. □

Proof of Theorem 1.3. We begin by analyzing the deviation between xj
i and x̂j

i , the solutions of (1.2)
and (1.15) at layer j. We have

∥xj
i − x̂j

i∥ ≤ ∥σ̂j((Ŵj x̂
j−1
i + b̂j)− σj(Wj x̂

j−1
i + bj)∥+ ∥σj(Wj x̂

j−1
i + bj)− σj(Wjx

j−1
i + bj)∥

≤ νj + ∥Wj∥∥xj−1
i − x̂j−1

i ∥ ≤ νj +
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣
2
∥xj−1

i − x̂j−1
i ∥, (6.7)

where we have used the fact that the radii Rj defined in (1.17) are large enough to control the deviation
between the activations at each layer. We also used the Lipschitz continuity of the activation functions
on compact sets.

Since ∥x0
i − x̂0

i ∥ = 0, an iterative application of (6.7) yields

∥ϕ̂(ŴL
λ , B̂L

λ , xi)− ϕ(WL
∗ ,BL

∗ , xi)∥2 = ∥xL
i − x̂L

i ∥2 ≤

 L∑
j=1

νj
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣L−j

2

2
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≤ ∥ν∥22
L∑

j=1

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2(L−j)

2

= ∥ν∥22

(∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2L
2

− 1

|||(WL
∗ ,BL

∗ )|||
2
2 − 1

)
=: E (ν,WL

∗ ,BL
∗ ),

where we used the Cauchy–Schwarz inequality and the formula for the sum of a geometric series.
Now, consider the following compact set

Kν :=
{
(z, y) ∈ Rm × Rm : ∥z∥ ≤ E (ν,WL

∗ ,BL
∗ ), y ∈ {yi}Ni=1

}
,

and let us define

Aloss(ν,WL
∗ ,BL

∗ ) := max
(z,y)∈Kν

loss(z + y, y). (6.8)

Due to the continuity and nonnegativity of loss, it follows that Aloss < ∞ and Aloss ≥ 0. Moreover, as
∥ν∥2 → 0, we have E → 0, and hence the compact set Kν converges to

K0 =
{
(z, y) ∈ Rm × Rm : ∥z∥ ≤ 0, y ∈ {yi}Ni=1

}
.

Consequently, we deduce that

Aloss(0,WL
∗ ,BL

∗ ) = max
(z,y)∈K0

loss(y, y) = 0,

since loss(y, y) = 0. Thus, Aloss(ν,WL
∗ ,BL

∗ ) → 0 as ∥ν∥2 → 0.
Now, by the definition of minimizer and using (6.8), we obtain

Ĵλ(ŴL
λ , B̂L

λ ) ≤ Ĵλ(WL
∗ ,BL

∗ ) = λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
(
ϕ̂(WL

∗ ,BL
∗ , xi), yi

)
= λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
(
ϕ̂(WL

∗ ,BL
∗ , xi)− ϕ(WL

∗ ,BL
∗ , xi) + ϕ(WL

∗ ,BL
∗ , xi), yi

)
= λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

loss
([

ϕ̂(WL
∗ ,BL

∗ , xi)− ϕ(WL
∗ ,BL

∗ , xi)
]
+ yi, yi

)
≤ λ

∣∣∣∣∣∣(WL
∗ ,BL

∗ )
∣∣∣∣∣∣2
2
+

1

N

N∑
i=1

Aloss(ν,WL
∗ ,BL

∗ ) = λ
∣∣∣∣∣∣(WL

∗ ,BL
∗ )
∣∣∣∣∣∣2
2
+ Aloss(ν,WL

∗ ,BL
∗ ),

which concludes the proof. □

Proof of Corollary 1.4. Let us analyze the behavior of σε when ε → 0. We first observe that

lim
u→0+

erf

(
1

u

)
= 1, and lim

u→0−
erf

(
1

u

)
= −1.

Now, taking u = ε
√
2/x, we observe that since ε > 0, we have

lim
ε→0+

erf

(
x

ε
√
2

)
=

{
1 if x > 0,

−1 if x < 0.

Consequently, we have

lim
ε→0+

σε(x) = lim
ε→0+

x

2

(
1 + erf

(
x

ε
√
2

))
=

{
x if x > 0,

0 if x < 0,
= ReLU(x) = σ(x). (6.9)

Therefore, since (6.9) holds for every x, we deduce that σε → σ uniformly in R. The rest of the proof
follows as a direct application of Theorem 1.3, by observing that when ε → 0 then ν → 0 as well. □
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7. Further comments and open problems

In this paper, we have demonstrated that a 2-wide deep neural network can address any classification
problem with no more than O(N) layers. Additionally, we have established a universal approximation
theorem for Lp(Ω;R+) functions, requiring a neural network width d + 1. Notably, our proofs are fully
constructive, explicitly detailing the parameters to be utilized, giving a fully geometric interpretation of
the architecture employed, and providing a formal proof of each statement.

These explicit constructions yield bounds on the parameters and provide a priori estimates for min-
imizers of standard regularized training loss functionals in supervised learning. As the regularization
parameter vanishes, the trained networks converge to exact classifiers.

In the following, we present some interesting open-related questions.

(1) Understanding n-wide deep neural networks. The construction of the parameters in Theorem
1.1 provides a clear and geometric interpretation of why and how the neural network achieves memo-
rization. In this context, it would also be interesting to describe and explain geometrically other results
in the literature, such as the 3-wide deep neural networks constructed in [32], or the two-layer network
constructed in [46] that achieves memorization with O(N1/2) neurons.

(2) Topology of the Dataset. The first step in the proof of Theorem 1.1 involves projecting the data
into a one-dimensional space. This reduction simplifies the data structure, facilitating the development of
our algorithm. However, this projection results in the possible loss of the original data distribution, since
it could, for instance, disperse initially clustered points. Therefore, to take advantage of the initial data
distribution, we could project the data in a space of dimension greater than one, using more hyperplanes
(neurons) at the first step (layer). One possibility is to find a low-dimensional space in which the points
can be embedded, preserving distances. This is precisely what the Johnson-Lindenstrauss lemma states,
ensuring the existence of a linear map that projects points in a lower dimensional space, preserving
distances. This could reduce the number of hidden layers that Theorem 1.1 uses. Manipulating data in
dimensions higher than 2 can considerably reduce the number of layers needed, [32].

(3) Width versus Depth. As we have seen in the bibliographic discussion of Section 1.4, networks
with one hidden layer can memorize N data points with O(N) neurons, while adding an extra layer,

making it possible using O(
√
N) neurons, [46]. In the context of deep neural networks, width 12 allows

memorization with O(N1/2 + log(N)) neurons, [32], and width 3 with O(N2/3 log(N)) neurons. In this
paper, we have shown that O(N) neurons suffice for width 2. These results exhibit a trade-off between
the depth and width of the network. A systematic analysis of this compromise between depth and width
would be desirable.

(4) Extension of the Universal Approximation Theorem. As observed in the proof of Theorem
1.4, Theorem 1.1 was utilized to map the resulting points to their respective labels. However, a universal
approximation theorem can also be concluded using other networks, not necessarily of width 2 [32, 43,
46, 47]. By maintaining a width of d+1, we can incorporate the neural network with width 3 introduced
in [32] to ensure universal approximation when d ≥ 2. Combining this result with our strategy may lead
to a neural network with reduced depth compared to the one given by Theorem 1.4.

On the other hand, the first step of the proof of Theorem 1.4 uses an approximation by simple functions
of finite volume type on a regular set of hyperrectangles, ensuring an error of order h [11]. However, more
sophisticated nonlinear approximation procedures, such as those based on dyadic partitions, could achieve
better convergence rates (see [11]). Nevertheless, to approximate functions using the neural network, it
would be necessary to develop an iterative algorithm operating over a non-uniform grid.

(5) Minimal width universal approximation theorem for more general spaces. Universal
approximation theorems have been extended to Sobolev and Besov spaces, as discussed in [12, 37]. In
[37], it is shown that the class W s,q, when compactly embedded in Lp, can be approximated by neural
networks. For p ≤ q, piecewise polynomial approximations on uniform grids are applicable, which neural
networks can approximate. Additionally, the neural network in [37] uses a width 25d+31. The uniformity
of the grid allows us to extend our methodology to estimate the network depth while maintaining a
small width and understanding the parameters involved in the approximation. However, for p > q,
nonlinear or adaptive methods are required. Although [37] constructs a neural network to approximate
nonlinear functions on non-uniform grids, the choice of parameters lacks clear geometric intuition, and
no algorithmic procedure is provided.
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Appendix A.

Proof. (Proof of Proposition 4.1) Recall that the classes under consideration are defined as follows:

Ck = {xi with i ∈ J1, NK : yi = k}, and C =

M−1⋃
k=0

Ck. (A.1)

To prove that we can compress the M classes, we proceed by induction. For the first class, i.e. k = 0, the
proof follows directly by noting that the assumptions of the statement ensure the existence of parameters
WL0 ,BL0 and z̃0 ∈ R2 such that ϕ(WL0 ,BL0 , C0) = z̃0.

Let us assume that the statement holds for some 0 < k < M − 1. Thus, there exists a collection of

points {zj}kj=0 ⊂ R2, L̃1 > 1, and parameters WL̃1 ,BL̃1 such that the input-output map satisfies

ϕk(WL̃1 ,BL̃1 , Cj) = zj , for every j ∈ J0, kK.

In particular, we have that

ϕk(WL̃1 ,BL̃1 , Ck+1) = Ĉk+1, where Ĉk+1 = {zi with i ∈ J1, NK : yi = k + 1}.

Let us prove the statement for k + 1. Denote by Ĉ = ϕk(WL̃1 ,BL̃1 , C). By hypothesis, there exist

ẑk+1 ∈ R2, L̃2 ≥ 1, WL̃2 and BL̃2 such that

ϕk+1(WL̃2 ,BL̃2 , Ĉk+1) = ẑk+1, ϕk+1(WL̃2 ,BL̃2 , Ĉ \ Ĉk+1) ̸= ẑk+1, (A.2)

and

ϕk+1(WL̃2 ,BL̃2 , z1) ̸= ϕk+1(WL̃2 ,BL̃2 , z2), for all z1, z2 ∈ Ĉ \ Ĉk+1, z
1 ̸= z2. (A.3)

Since the composition of input-output maps is again an input-output map of (1.2), we can compose ϕk+1

and ϕk. Then, by (A.2)-(A.3), the map ϕ̂ := ϕk+1 ◦ ϕk satisfies that

ϕ̂(WL̃3 ,BL̃3 , Cj) = ẑj for every j ∈ J0, k + 1K, (A.4)

where L̃3 = L̃2 + L̃1, WL̃3 = WL̃2 ∪ WL̃1 , and BL̃3 = BL̃2 ∪ BL̃1 . This concludes the induction. The
result follows by taking k = M − 2 in (A.4). □

Proof. (Proof of Corollary 1.3) Let us consider the dataset {(xi, yi)}Ni=1 ⊂ Rd × {α0, . . . , αM−1}, where
{αk}M−1

k=0 ⊂ R. Without loss of generality, assume that yi < yj for every i < j, where i, j ∈ {0, . . . ,M−1}.
If y0 ≥ 0, we conclude by applying Theorem 1.1. If y0 < 0, we consider a new set of labels given by
ŷi = yi − y0 for every i ∈ {0, . . . ,M − 1}, noting that ŷ0 = 0. Furthermore, {ŷi}Ni=1 ⊂ {α̂k}M−1

k=0 ⊂ R+.
Then, according to Theorem 1.1, there exist parameters WL and BL such that for L = 2N + 4M − 1
and wmax = 2, the input-output map of (1.7) with A1

j = Iddj
(the identity matrix in Rdj×dj ) for all

j ∈ {1, . . . , L}, satisfies

ϕL(xi) = ϕ(AL,WL,BL, xi) = ŷi, for all i ∈ {1, . . . , N}. (A.5)

It now suffices to construct a mapping that transforms each ŷi into yi for every i ∈ {1, . . . , N}. Consider
the parameters

w1
1 = −1, w1

2 = 1, b11 = −y0, b12 = y0, and A1 = (−1, 1),

where W 1 = (w1
1, w

1
2)

⊤ and b1 = (b11, b
1
2)

⊤. We denote by ϕ1 the input-output map of (1.7) defined by
W 1, b1, and A1. For every ŷi, we have that −ŷi + y0 ≥ 0 or ŷi − y0 ≥ 0. If −ŷi + y0 ≥ 0, then

ϕ1(ŷi) = A1 · σ(W 1ŷi + b1) = (−1, 1) ·
(
σ(−ŷi + y0)
σ(ŷi − y0)

)
= −σ(−ŷi + y0) + σ(ŷi − y0) = −(−ŷi + y0) = yi.

Similarly, for ŷi such that ŷi − y0 ≥ 0, we obtain ϕ1(ŷi) = (ŷi − y0) = yi. Therefore, the input-output
map ϕL+1 := ϕ1 ◦ϕL can memorize the dataset {(xi, yi)}Ni=1. Moreover, since the width and depth of the
neural network defined by ϕ1 are 2 and 1, respectively, the resulting neural network defined by ϕL+1 has
a width 2 and a depth 2N + 4M .

□
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Appendix B.

Lemma B.1. For every In with n ≥ 1 and for all Hj ,Hi ∈ SIn with i ̸= j, we have that F (Hi)∩F (Hj) =
∅.

Proof. (Proof of Lemma B.1) By contradiction, assume that there exist H1 and H2 in some SIn such
that F (H1) ∩ F (H2) ̸= ∅. Therefore, there exist x1 ∈ H1 and x2 ∈ H2 such that F (x1) = F (x2). Since

H1 and H2 are different hyperrectangles, there exists k ∈ J1, d + 1K such that x
(k)
1 ̸= x

(k)
2 . Due to the

fact that H1 and H2 belong to the same subregion, we have that

pη(x1) = pη(x2), for every η ∈ J1, d+ 1K. (B.1)

Since F (x1) = F (x2) on each coordinate, we will have

pη(x1)x
(η)
1 + pη(x1)bη = pη(x2)x

(η)
2 + pη(x2)bη, for every η ∈ J1, d+ 1K. (B.2)

Therefore, using (B.1), we conclude that x
(η)
1 = x

(η)
2 for every η ∈ J1, d + 1K, which is a contradiction

since x
(k)
1 ̸= x

(k)
2 . □

Proof. (Proof of Lemma 5.1) From the definition of pη(x), we immediately have that F (H∗) = 0d. For
the second part of the lemma, we proceed by contradiction. Let us assume that there exist H1,H2 such
that F (H1) ∩ F (H2) ̸= ∅. If H1 and H2 belong to the same subregion, we are done due to Lemma B.1.

Therefore, we can assume that H1 and H2 are in different subregions. This implies that a hyperplane
separates them. Thus, there exists k ∈ J1, d+ 1K such that

x
(k)
1 < bk < x

(k)
2 or x

(k)
2 < bk < x

(k)
1 , (B.3)

and that pk(x1) ̸= pk(x2) for every x1 ∈ H1 and x2 ∈ H2. Without loss of generality, we assume that

pk(x1) = 1 and pk(x2) = 0, (B.4)

that is, H1 ⊂ Rk, and due to the fact that the hyperrectangles do not intersect the hyperplanes, we have
that

ek · x1 + bk > 0. (B.5)

We continue the proof by dividing it into two cases.

• The case P (x1) = P (x2): In such case, we have that pη(x1)x
(η)
1 = pη(x2)x

(η)
2 for all η ∈ J1, d+1K. Using

(B.4), we deduce that x
(k)
1 = 0. Thus, due to (B.3), we have that bk ̸= 0. Since F (x1) = F (x2) and we have

assumed that P (x1) = P (x2), then G(x1) = G(x2). The last equality implies that pη(x1)bη = pη(x2)bη
for all η ∈ J1, d+ 1K, therefore, applying (B.4), we conclude that bk = 0, which is a contradiction.

• The case P (x1) ̸= P (x2). When pk(x1)x
(k)
1 ̸= pk(x2)x

(k)
2 , due to (B.4), necessarily x

(k)
1 ̸= 0. As before,

using (B.4) and the fact that F (x1) = F (x2), we deduce that x
(k)
1 = −bk. Therefore, considering (B.5),

we face a contradiction. □

Proof of the Lemma 5.2. Let us begin by observing that Corollary 1.1 cannot be directly applied since
now we have an infinite number of data points. However, we can provide a similar estimation by carefully
analyzing the parameters used in the proof of Theorem 1.4. According to Step 2.3 in the proof of
Theorem 1.4, the map ϕL = ϕL ◦ ϕ2NE drives the hyperrectangles defined in H into their respectively
labels. Therefore, to estimate the norm of ϕL, we divide the proof into two parts.

Norm of ϕ2NE . To estimate the norm of ϕ2NE , we make the following observations:

1) Due to the fact that the hyperplanes defined in (5.8) must belong to Gh
δ , we have

∥bη∥∞ ≤ Cη(h+ δ/2) +md(Ω), for every η ∈ J1, d+ 1K,

where md(C) is the Lebesgue measure of C and the Cη’s are positive uniformly bounded constants. Thus,
∥b1∥∞ ≤ Ch+md(Ω). Moreover, by definition, ∥W 1∥∞ = 1.

2) With the parameters derived in Step 2 of the proof of Theorem 1.4, the hyperrectangles are mapped
to a d + 1-dimensional space. Since ∥W 1∥ = 1, the hyperrectangles are mapped according to their
distance to the hyperplane, which is less than δ/2. Furthermore, all hyperrectangles are no farther away
than C(h + δ/2). Thus, the parameters b2η introduced in Step 2 of the proof of Theorem 1.4 satisfy

∥b2∥∞ ≤ C(h+ δ/2). By definition, again, ∥W 2∥∞ = 1.
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Figure 25. Illustration of the initial steps in the compression process. For a specific
2−dimensional example, we show how the parameters (W 1, b1) and (W 2, b2) affect the
hyperrectangles, reducing distances. The first figure shows hyperrectangles separated by
a δ distance. We choose hyperplanes with normal vectors (0, 1), (0,−1), and (1, 0) to
collapse the hypercube H∗. This action maps the hyperrectangles into a 3 − d space.
Subsequently, using two hyperplanes with normal vectors (0, 0, 1) and (1,−1, 0), we map
the hyperrectangles onto a 2−d space, where the distance between the hyperrectangles is
now δ/2 close to zero, and the farthest hyperrectangle is at most at distance C(h+ δ/2).

3) When projecting the hyperrectangles into the d-dimensional space, they remain no farther away than
C(h+ δ/2). Additionally, the hyperrectangles are contained within the interior of a ball B0(C(h+ δ/2)),
centered at zero with radius C(h+ δ/2) (see Figure 25).

4) Note that if we apply similar parameters, this time to compress H2
2, from Figure 25, the distance

between hyperrectangles becomes δ/4. Generally, the distance between hyperrectangles in step j is
δ/(2⌊j/2⌋).

In the compression phase, we apply an iterative process where the parameters are selected based on
the same criteria. Therefore, we conclude that

∥bj∥∞ =

{
C(h+ δ/2) +md(C) if j = 1,

C(h+ δ/(2⌊j/2⌋)) otherwise,
∥W j∥∞ = 1, ∀j ∈ J1, 2dNeK.

Consequently,

∥ϕ2NE (x)∥ ≤ ∥x∥+md(C) + 2dNEC

(
h+

δ

2

)
. (B.6)

Norm of ϕL. We have shown that in the compression process, the data is driven into a ball B0(C(h+
δ/22NE )), where C is a constant depending on md(C). Moreover, the distance between the points does
not exceed δ/(22NE ). Therefore, the resulting N points from the compression process reside within that

ball. Note that the map ϕL = (ϕL3
3 ◦ ϕL2

2 ◦ ϕL1
1 ◦ ϕL0

0 ) corresponds to the map constructed in Section 4.

Thus, starting from the output of ϕ2NE , we analyze each map ϕLi
i .

1) Precondition of the data: In this phase, b1 is chosen large enough such that σ acts as the identity
function. Considering as an input data point the output of the map ϕ2NE , then it is enough to take b
larger than C(h+ δ/22NE ). This implies:

∥W0∥∞ = 1, ∥b0∥∞ ≤ 2C(h+ δ/22NE ).

2) Compression process: After data preconditioning, all the datasets have been projected to the real
line, and the distance between points does not exceed C

(
δ/22NE

)
. We place the hyperplanes in the

“Compression process” depending on the data location. Therefore, we deduce that

∥Wj∥∞ ≤ 1, ∥bj∥∞ ≤ C

(
δ

22NE

)
, for all j ∈ J1, . . . , 2N + 1K.
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3) Data sorting: In this step, we place the hyperplanes depending on the data location. Then, we obtain
that

∥Wj∥∞ ≤ 1, ∥bj∥∞ ≤ C

(
δ

22NE

)
, for all j ∈ J2N + 2, . . . , 2N + 2M + 2K.

4) Mapping to the respective label: In this step, we expand or contract the data to map them to their
respective labels. In Theorem 1.4, the labels are defined by the different values {fh

i }i that the function
fh takes. Then, we deduce that

∥ϕL3∥L∞(C;R+) ≤ max{max
i

{fh
i },md(C)}.

Then, analogous to (5.21), we obtain that

|fh
i | ≤ C(1 + ∥f∥Lp(Hi;R+)) ≤ C(1 + ∥f∥Lp(Ω;R+)).

Consequently, there exists a constant C > 0 that only depends on ∥f∥Lp(Ω;R+) and md(C), such that

∥ϕL3∥L∞(C;R+) ≤ C.

On the other hand, given L̂ > 0 and a family of parameters WL̂ = {W i}L̂i=1 and BL̂ = {bi}L̂i=1, the

norm of ϕL̂ := ϕL̂(WL̂,BL̂, ·), the input-output map of (1.2), can be bounded by

∥ϕL̂∥L∞(C;R+) ≤ ess sup
x∈C

∥∥∥∥∥∥
L̂∏

j=1

W jx+

L̂−1∑
i=1

L̂−1∏
j=i

W j+1

 bi + bL̂

∥∥∥∥∥∥
∞

(B.7)

Consequently, using the fact that in the compression process and data sorting, we are using 2Nh and
2Mh + 1 layers, respectively, and the estimation of the parameters norms, we can apply (B.7) to deduce
that

∥ϕL∥L∞(C;R+) = ∥ϕL ◦ ϕ2NE∥ ≤ C ess sup
x∈C

∥ϕ2NE (x)∥

+ 2NhC

(
δ

22NE

)
+ (2Mh + 1)C

(
δ

22NE

)
+ 2C

(
h+

δ

2NE

)
.

Then, using (B.6) we have

∥ϕL∥L∞(C;R+) ≤ 2Cmd(C) + 2dNEC

(
h+

δ

2

)
+ (2Nh + 2Mh + 1)C

(
δ

22NE

)
+ 2C

(
h+

δ

2NE

)
. (B.8)

Denote by lC the largest edge of C. Then, applying (5.28) in (B.8) there exists a positive constant C1,
independent of h and δ, such that

∥ϕL∥L∞(C;R+) ≤ C1

(
1 + δ

2
−C2
h+δ

(h+ δ)d
+ δ2

−C2
h+δ + h

)
, (B.9)

where C2 = 2lC . Now, since ey ≥
∑d+1

k=0 y
k/k! using the change of variable y = log(2)C2/(h + δ) we

deduce that

2
−C2
h+δ

(h+ δ)d
≤ 1

(h+ δ)d

(
d+1∑
k=0

(C2 log(2))
k(h+ δ)−k

k!

)−1

=
1

(h+ δ)d

(
1

(h+ δ)d+1

d+1∑
k=0

(C2 log(2))
k(h+ δ)(d+1)−k

k!

)−1

= (h+ δ)

(
(C2 log(2))

d+1

(d+ 1)!
+

d∑
k=0

(C2 log(2))
k(h+ δ)(d+1)−k

k!

)−1

.

Therefore, for h < lC log(2)
(d+1) we have that

2
−C2
h+δ

(h+ δ)d
≤ (dp+ 1)!

(2lC log(2))d+1
(h+ δ),
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Similarly, using the inequality ey ≥ 1 + y and the change of variable y = log(2)C2/(h + δ), we deduce

that for h < lC log(2) we have that 2
−C2
h+δ ≤ (lC log(2))

−1(h+ δ). Consequently, from (B.9) we obtain the
inequality

∥ϕL∥L∞(C;R+) ≤ C (1 + δ(h+ δ) + h) ,

with C > 0 a constant depending on d, md(C), and ∥f∥Lp(Ω;R+). This concludes the proof. □

Acknowledgments

The authors wish to express their gratitude to D. Ruiz-Balet and A. Alcalde for their insightful discus-
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