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Abstract. This monograph is devoted to analyze the vibrations of a simpli-
fied 1 − d model of a multi-body structure consisting of a finite number of
flexible strings distributed along a planar graph.

We first discuss issues on existence and uniqueness of solutions that can
be solved by standard methods. Then we analyze how solutions propagate
along the graph as the time evolves. The problem of the observation of
waves is a natural framework to analyze this issue. Roughly, the question
can be formulated as follows: Can we obtain complete information on the
vibrations by making measurements in one single extreme of the network? This
formulation is relevant both in the context of control and inverse problems.

Using the Fourier development of solutions and techniques of Nonhar-
monic Fourier Analysis, we give spectral conditions that guarantee the observ-
ability property to hold in any time larger than twice the total lengths of the

network in a suitable Hilbert that can be characterized in terms of Fourier
series by means of properly chosen weights. When the network graph is a tree,
we characterize these weights in terms of the eigenvalues of the correspond-
ing elliptic problem. The resulting weighted observability inequality allows to
identify the observable energy in Sobolev terms in some particular cases. That
is the case, for instance, when the network is star-shaped and the ratios of the
lengths of its strings are algebraic irrational numbers.

The techniques developed to handle this problem and the results we have
obtained, allow us to solve also other similar problems. In particular, the si-
multaneous observability problem for strings or membranes from an interior
region and the Schrödinger, heat or beam-type equations on networks con-
trolled from one exterior node are also studied.

We also describe systematically the control theoretical consequences of the
observability properties we have obtained here, in terms of the approximate,
spectral and exact controllability of networks.
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Introduction

In last years a considerable effort has been devoted to the study of mechanical
systems constituted by multiple coupled elements as beams, plates, strings or mem-
branes. Those systems are known as multi-structures. Their practical relevance is
enormous. However, the complexity of the mathematical models describing their
evolution is generally is considerable. In [48] and [51] wide information on this
topic may be found.

The difficulty mentioned above makes it necessary to study the most simple
versions of those models to know which results can be expected in more complex
situations or when the model is better adapted to practical needs.

This monograph is devoted to analyze the vibrations of a simplified 1−d model
of a multi-body structure consisting of a finite number of flexible strings distributed
along a planar graph.

The model under consideration is, to some extend, the simplest one in the
context of multi-body or multi-link continuous structures. However, as we shall
see along the monograph, a fine analysis of the nature of the possible vibrations
of these planar networks of flexible strings is far from trivial. The main goal of
this book is to present is a self-contained way the state of the art of the problem
of propagation, observation and control of wave on planar networks. As we shall
see, this requires important developments related with non-harmonic Fourier series,
Diophantine approximation, graph theory and propagation techniques.

The main tool for analyzing the propagation of waves along the graph will be
the d’Alembert formula which allows solving the wave equation both in the space
and the time directions. In the model under consideration the wave equation holds
along each of the strings of the network. The d’Alembert formula allows then
representing the solutions on each string explicitly. However, the overall dynamics
turns out to be rather complex. This is due to the interaction of the various strings
at the junction points. How the energy of waves is transferred from one string to
another turns out to be a global problem in which several ingredients arise:

– the lengths of the various strings constituting the graph;
– the topology of the graph;
– the boundary conditions imposed at the extremes of the graph.
The problem of observation or observability concerns, roughly speaking, the

issue of determining whether one can determine the total energy vibrations by
partial measurements made for instance, in one or several interior or external nodes
of the network. In other words, the property of observability is related with the
distribution or propagation of vibrations along the various components of the multi-
structure. This problem is relevant, not only because it is a way of analyzing
deeply the nature of vibrations, but because it is also of immediate application in
the context of inverse and control problems. Part of the book will also devoted to

v



vi INTRODUCTION

present systematically the consequences of our analysis in what concerns control
problems. In particular, we shall analyze the properties of approximate, spectral
and exact controllability of the networks.

As we mentioned above graph theory and Diophantine approximations issues
enter in a crucial way on the analysis of the property of observability. The topology
of the graph does play indeed a fundamental role. For instance, when the graph
contains closed circuits there may exist vibrations of the network that do remain
concentrated in that circuit, without being propagated to the rest of the network.
In those cases, obviously, it is impossible to achieve the observation and/or control
property if the observer or controlled is not located on the circuit where the solution
is trapped. But whether a circuit may support a localized vibration depends also
strongly on the mutual lengths of the strings composing the circuit. When all
the ratios of the lengths of these strings are rational numbers, such a localized
vibration does exist. However, if some of these ratios is irrational, then necessarily,
part of the energy of the vibration will be transferred to some other components
of the network. But, in order to determine the amount of energy that is actually
transferred one needs to know further properties of that irrational ratio (being
algebraic or not, a Liouville number....) and then apply the existing results on
Diophantine approximation.

As we shall see, the overall picture is quite complex, but we hope that mono-
graph will succeed on describing the main phenomena one may encounter. We shall
mainly focus on three cases with different degrees of complexity and such that the
corresponding results are also of quite different nature:

The star. it concerns the case where a finite number of strings are connected on
a single point by one of their extremes. In this case, using d’Alembert formula,
one can give sharp results characterizing the space of observation and/or control
in Fourier series. We mainly discuss the most difficult case in which observation
and/or control are localized in a single extreme of the network. The weights in the
corresponding norms depend on the ratios of the lengths of the strings. The time
needed for observation turns out to be twice the sum of all lengths of the networks.

The tree. It is well known that when all but one external node of the network are
observed in a tree-like configuration, the whole energy of solutions may be observed
(see [51]). This can be easily seen by an energy argument. Indeed, using sidewise
energy estimate one can show that the observation inequality holds in the sharp
energy space in a time which is twice the length of the longest path joining the
points of the network with some of the observed ends.

Here we analyze the opposite case in which the observation is made at one single
extreme of the tree-like network. The observation time turns out to be again, as in
the case of one star, twice the sum of the lengths of the strings forming the network.
At this point, it is important to note that the case of a tree is a generalization of
the previous case of a star. Thus, one has to also generalize the condition on the
irrationality of the ratios of the lengths of the strings arising in the case of the stars.
To do that it is important to observe that the fact of two string having mutually
irrational lengths can also be interpreted in spectral terms. Indeed, it means that
the spectra of the two strings have empty intersection. The latter notion turns out
to be the appropriate one to be extended to the general case of trees. The tree turns
out to be observable from one end if and only if the spectra of all pairs of subtrees
of the tree that match on a nodal point are disjoint. Obviously, this property is
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also related to the values of the lengths of the strings composing the tree, but does
not have an easy interpretation as in the case of the star. Nevertheless, generically,
trees also satisfy this property.

General networks. The propagation techniques we have employed in the anal-
ysis of star and trees are hard to apply in the case of a network supported by a
general graph. Indeed, in the general case we lack of a natural ordering on the
graph to analyze the propagation of waves. Actually, as we mentioned above, the
presence of close circuits may trap the waves. Thus, we proceed in a different way
by applying a consequence of the celebrated Beurling-Malliavin’s Theorem on the
completeness of families of real exponentials obtained by Haraux and Jaffard in [34]
when analyzing the control of plates. Using the min-max principle, one can show
that the spectral density of a general graph is the same as that of a single string
whose length is the sum of the lengths of all the strings entering in the network.
Then, when the time is greater than twice the total length, as a consequence of
Beurling-Malliavin’s Theorem, we deduce that there exist some Fourier weights so
that the observation property holds in the corresponding weighted norm if and only
if all the eigenfunctions of the network are observable. So far we do not know of
any necessary and sufficient condition guaranteeing that all the eigenfunctions are
observable in the general case. We know however, what that property is in the
particular case of stars and trees discussed above: the lengths of the strings are
mutually irrational in the case of stars or the spectra of all pair of subtrees with a
common end-point are mutually disjoint in the more general case of the trees.

In view of this last result on general networks, we could have presented the
material in this monograph in a completely different order. Indeed, we could have
started from the most general results on the case of general networks using Beurling-
Malliavin’s Theorem to later discuss the particular cases of stars and trees using
d’Alembert formula and Diophantine approximation. However, we have preferred
to do all the way around. This corresponds actually to the order and chronology in
which the progress was done in the field, starting from the work [57] on the case of a
star composed of three strings and continuing to the series of notes [26, 27, 28, 29].

We became interested on this subject along several discussions with Günter
Leugering on this subject and his book in collaboration with John Lagnese and
George Schmidt [51] was a great help to start. As we said before, the model
we consider in this monograph is the simplest one in the context of vibrations of
networks. The interested reader is referred to [51] where many other models can be
found with a description of the state of the art in what concerns the well-posedness
of the initial boundary problems and the observation and/or control problems for
networks of strings, beams, membranes and plates.

Before getting into the analysis of the star we discuss a simpler issue that,
nevertheless, allows presenting some of the main difficulties of the theory. It con-
cerns the simultaneous control of two strings connected at one end-point (which is
in fact completely equivalent to the problem of controlling one single string from
one interior point). In this case we already we see the necessity that both stings
have mutually irrational lengths. Moreover, we also see that the time needed to
control the strings is twice the sum of the lengths of both strings. This seems to
contradict a first intuition that would suggest that the time needed to control both
strings simultaneously should be twice the maximum of the lengths of the strings,
i.e., 2 max(ℓ1, ℓ2), instead of 2(ℓ1 + ℓ2). But intuition fails and, in fact, the time
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2(ℓ1 + ℓ2) turns out to be sharp under the assumption that the ratio ℓ1/ℓ2 is ir-
rational. In other words, even when ℓ1/ℓ2 is irrational, the time needed to control
simultaneously the two strings together by means of the same control, is 2(ℓ1 + ℓ2),
which is strictly greater than the time needed to control each string respectively
with two different controls that would be 2 max(ℓ1, ℓ2).

It is interesting to analyze the relation of this result with the so-called Geo-
metric Control Conditions (GCC) introduced by Bardos, Lebeau and Rauch [11]
in the context of the boundary observation and/or control of the wave equation in
bounded domains of Rn. The GCC requires that all the rays of Geometric Optics
enter the observation region in a finite, uniform time which turns out to be the
minimal one for observation/control. In the case of two strings observed from one
common end or the equivalent problem of the string controlled at an interior point,
in view of GCC, one could expect the sharp time needed for observation/control to
be equal to 2 max(ℓ1, ℓ2). But this is not the case, the fact that the rays pass once
by the point of observation does not guarantee that the energy concentrated on
that ray will be conveniently observed1. In fact, we need the ray to pass once more
through the point of observation to be able to make a full measurement of the en-
ergy along the ray. This yields the control observation time 2(ℓ1 + ℓ2). But, in fact,
passing twice by the observation point is not sufficient either. The irrationality of
the ratio ℓ1/ℓ2 is needed to guarantee that, when passing through the observation
point the second time, the solution is not exactly at the configuration as in the first
one, which, of course, would make the second observation to be insufficient too.
Finally, even when ℓ1/ℓ2 is irrational, we cannot get a uniform bound of the energy
of the solution but rather a weaker measurement in a weaker norm. The nature of
this norm, which is represented in Fourier series by means of some weights depend-
ing on ℓ1/ℓ2, depends very strongly on the irrationality class to which the number
ℓ1/ℓ2 belongs. In fact, in the most favorable case, i.e., when ℓ1/ℓ2 is an algebraic
number of degree two, one looses one derivative of the solution which, in Sobolev
terms means that, for instance, an H1 observation in time yields only control of
the L2-norm of the solution. In other more pathological cases, like when ℓ1/ℓ2 is,
for instance, a Liouville number, one may loose an infinite number of derivatives
in the sense that the weights entering in the Fourier representation of the observed
norm may have an exponential decay.

We have so far described the content of the main body of the monograph:
the propagation, observation and control of waves on stars, trees and general net-
works. But these are only a few of the problems arising in this context. We have
complemented this material with the discussion of two important closely related
problems:

– The simultaneous observation/control of two strings from a common subin-
terval. In this case one obtains better results than in the case when the ob-
server/controller was located at a single point. Indeed, this time the results do
hold in the sharp energy space without any loss of derivatives.

– The observation/control of general networks through all the nodal points.
This is a problem of relevance in applications. From a technological point of view,
putting observer/controllers at all the nodal points is feasible. However, one would

1The wave equation is a second order problem and therefore, even in 1 − d, for a pointwise
observation mechanism to be efficient we need to measure not only the position, but also the space
derivative.
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like to know, for instance, if one can reduce the number of applied control forces
by identifying a priori the nodes on which the same force will be applied. This is
needed necessarily in order to diminish the complexity of the control mechanism.
Thus, we would to know how many different control forces are needed to control
the whole structure and to identify the nodes on which each control should be
applied. We shall see that the total number of controls needed is four and this is a
consequence of our previous analysis and the celebrated Four Colors Theorem.

So far, we have only discussed the wave equation on planar networks of strings.
But of course, the same issues arise for all other models like beams, Schrödinger
or heat equations. The theory of observation and control of Partial Differential
Equations in open domains of the euclidean space is by now quite well-developed
(We refer to the survey article [82] for an updated account of the developments
in this field). However, very little is known in the context of PDE’s on networks.
In particular, as far as we know, nothing is known on the three models mentioned
above.

The last part of this monograph is devoted to discuss those three models.
Roughly speaking, we show that the result proved in the previous sections on the
wave equation do yield similar results for those three models. To do that we employ
two different results. In the case of the heat equation on the network, we use a
classical result by Russel [73] guaranteeing that, whenever the wave equation is
controllable in some time, then the heat equation is controllable in an arbitrarily
small time. The results of this monograph on the observation and/or control of
the wave equation on the network then immediately imply similar results on the
corresponding heat model. In what concerns the Schödinger and beams models
we use the fact that the time frequencies of the complex exponentials involved
in the Fourier representation of solutions of these two models are the squares of
those entering in the solutions of the wave equations. Thus, the gap between con-
secutive eigenfrequencies increases, This allows obtaining observability inequalities
for Schödinger and beam equation. But, this time, as expected, the observability
inequalities hold in an arbitrarily small time.

As we have already mentioned this monograph collects the existing results on
simple 1 − d models on networks. Much remains to be done in this field. At
the end of this book we include a list of open problems and possible subjects of
future research. We hope this book to attract the attention to this amazing field
of research.

Finally, some comments on the notations used along this book. The numbering
of objects is made locally in each chapter. The theorems, lemmas, etc., have a first
number to indicate the chapter in which they appear. Thus, Proposition III.4, is
the fourth proposition of Chapter III. For sections, subsections and formulas, the
explicit reference to the chapter is omitted. That is why, when they are cited in
a chapter different from that where they appear, we use an additional number to
indicate the chapter where they were defined. For instance, formula (5) of Chapter
IV is cited in that chapter as (5), but in others chapters as (IV.5). Concerning
the constants, they all have been denoted by the letter C. Thus, C may stand for
numbers that are different from line to line of the text. Only when we intend to
explicitly indicate the dependence of C on some parameter, or to avoid confusions,
we have used some other notations for the constants.





CHAPTER I

Preliminaries

1. An elastic string

Let start with a simple example. Consider an elastic string of length one
which is fixed at its ends. The deformation of the string is given by the function
φ(t, x) : R× (0, 1) → R. The function φ is the unique solution of the wave equation

(1)

φtt − φxx = 0 in R × (0, 1),

φ(t, 0) = φ(1, 0) = 0 in R,

φ(0, x) = φ0(x), φx(0, x) = φ1(x) in (0, 1),

where φ0 and φ1 are the initial deformation and velocity of the string, respectively.
The solution of system (1) is expressed by the Fourier formula

(2) φ(t, x) =

∞∑

n=1

(an cosnπt+
bn
nπ

sinnπt) sinnπx,

where (an) and (bn) are the sequences of Fourier coefficients in the orthogonal basis
of L2(0, 1):

θn(x) = sinnπx, n = 1, 2, ....

The energy of the solution φ is defined as

Eφ(φ0, φ1, t) =
1

2

∫ !

0

(
|φx(t, x)|2 + |φt(t, x)|2

)
.

It is easy to prove that the energy of a solution is constant, that is Eφ(t) =
Eφ(0). The energy is a norm in the space H1

0 (0, 1)×L2(0, 1) of initial states of (1)
and may be expressed in terms of the Fourier coefficients (an) and (bn) as

(3) Eφ(φ0, φ1) =
1

4

∞∑

n=1

(n2π2a2
n + b2n).

Assume now that we observe the motion of the string at one of its points. To
fix ideas, suppose we know the values of the velocity φt and the tension φx at some
point x = ξ in a time interval (0, T ). Let us define the observation function

Φ(φ0, φ1, ξ, T ) =
1

4

∫ T

0

|φt(t, ξ)|2dt+
1

4

∫ T

0

|φx(t, ξ)|2dt.

Let us note that for T = 2M with M ∈ N it holds

(4) Φ(φ0, φ1, ξ, T ) = MEφ(φ0, φ1).

1
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Indeed, from the formula (2) we have

φt(t, ξ) =

∞∑

n=1

(−nπan sinnπt+ bn cosnπt) sinnπξ,

φx(t, ξ) =

∞∑

n=1

(nπan cosnπt+ bn sinnπt) cosnπξ

and then, in view of the 2-periodicity of the functions sinnπt and cosnπt

(5)

∫ 2M

0

|φt(t, ξ)|2dt = M

∫ 2

0

|φt(t, ξ)|2dt = M

∞∑

n=1

(n2π2a2
n + b2n) sin2 nπξ,

(6)

∫ 2M

0

|φx(t, ξ)|2dt = M

∫ 2

0

|φx(t, ξ)|2dt = M

∞∑

n=1

(n2π2a2
n + b2n) cos2 nπξ.

Therefore, in view of (3), (5) and (6) we obtain (4).
Clearly, the function Φ(φ0, φ1, ξ, T ) is increasing in T , so, if 2 ≤ T ≤ 2M with

M ∈ N we obtain

Φ(φ0, φ1, ξ, 2) ≤ Φ(φ0, φ1, ξ, T ) ≤ Φ(φ0, φ1, ξ, 2M),

or equivalently,

Eφ(φ0, φ1) ≤ Φ(φ0, φ1, ξ, T ) ≤MEφ(φ0, φ1).

That means, that for all ξ ∈ [0, 1] and T ≥ 2 the norms defined by Eφ and Φ(·, ξ, T )
are equivalent. That is, it is possible to estimate the energy of the solution φ from
the measurements of φt, φx made at point ξ during a time equal of length at least
two. In particular, when T = 2 those two norms coincide:

Eφ(φ0, φ1) = Φ(φ0, φ1, ξ, 2).

In other words, the energy of the solution can be measured at a point of the
string. However, to do this, we should observe the velocity and the tension of the
string at that point during a time at least equal to two.

When ξ = 0 or ξ = 1, the observation function Φ becomes simpler:

Φ(φ0, φ1, 0, T ) =
1

4

∫ T

0

|φx(t, 0)|2dt.

This suggest to consider a weaker observation function for the interior points of the
strings:

Ψ(φ0, φ1, ξ, T ) =
1

4

∫ T

0

|φx(t, ξ)|2dt.

We already know that, when ξ = 0 or ξ = 1 this function defines a norm in the
space of initial data, which is equivalent to that defined by the energy. The following
question naturally arises: does the function Ψ define a norm in H1

0 (0, 1)×L2(0, 1)?
If so, is that norm equivalent to the energy?

Assume T = 2, then in view of (6) it holds

(7) Ψ(φ0, φ1, ξ, 2) =
1

4

∞∑

n=1

(n2π2a2
n + b2n) cos2 nπξ.
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Formula (7) is very similar to (3) and clearly
∞∑

n=1

(n2π2a2
n + b2n) cos2 nπξ ≤

∞∑

n=1

(n2π2a2
n + b2n),

and then
Ψ(φ0, φ1, ξ, 2) ≤ Eφ(φ0, φ1).

However, the converse inequality

Eφ(φ0, φ1) ≤ CΨ(φ0, φ1, ξ, 2),

or equivalently,

(8) C

∞∑

n=1

(n2π2a2
n + b2n) ≤

∞∑

n=1

(n2π2a2
n + b2n) cos2 nπξ,

is not true for any ξ ∈ (0, 1) and any constant C > 0. Obviously, inequality (8) is
equivalent to the existence of a constant C > 0 such that, for every n ∈ N,

(9) | cosnπξ| ≥ C.

But this inequality is false in general. Indeed, if ξ is a rational number that
can be expressed as

(10) ξ =
2p+ 1

2q
, p, q ∈ Z,

then, when n = qk with k odd

cosnπξ = cos
(2p+ 1) k

2
π = 0.

Thus, in this case, cosnπξ = 0 for an infinite number of values of n and conse-
quently, inequality (9) cannot be true. Let us note that in the right hand term of
inequality (8) may vanish for sequences (an) and (bn) with are not identically zero.
That means that the function Ψ(·, ξ, 2) is not a norm in H1

0 (0, 1) × L2(0, 1).
On the other hand, when the number ξ cannot be expressed in the form (10)

all the numbers cosnπξ are different from zero. This implies that the function
Ψ(·, ξ, 2) does define a norm in H1

0 (0, 1) × L2(0, 1). But in general this norm is
weaker than the energy.

In fact, inequality (9) is equivalent to the existence of a positive number α such
that, for all k, n ∈ Z, ∣∣∣∣nπξ −

2k + 1

2
π

∣∣∣∣ ≥ α

that is

|(2ξ)n− (2k + 1)| ≥ α0 :=
2α

π
.

This is a rational approximation property of the number 2ξ and is false in general.
We will discuss this issue in detail in Chapter III. For certain values of ξ we obtain
weaker inequalities. For instance, if 2ξ may be expanded in continuous fraction
[0, c1, c2, ....] with bounded sequence (cn) then there exists a constant Cξ such that

|(2ξ)n− (2k + 1)| ≥ Cξ
n
.

This implies that

| cosnπξ| ≥ Cξ
n
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and therefore

Ψ(φ0, φ1, ξ, 2) ≥ Cξ

∞∑

n=1

(a2
n +

b2n
n2π2

) = Cξ||φ0||2L2(0,1) + ||φ1||2H−1(0,1).

Summarizing, for the values of ξ indicated above it holds

Cξ

(
||φ0||2L2(0,1) + ||φ1||2H−1(0,1)

)
≤ Ψ(φ0, φ1, ξ, 2) ≤ ||φ0||2H1

0 (0,1) + ||φ1||2L2(0,1).

This is the best result we may obtain. The information contained in Ψ(φ0, φ1, ξ, 2)
is actually a partial information on the energy of the solution whenever ξ is not one
of the extremes of the string. This is also the case when we consider other kind of
observation functions, e.g., ∫ T

0

|φ(t, ξ)|2dt.

As we shall see in the following chapters, this is always the situation when
we observe the vibrations of a network of strings. We can recover only a weaker
information of the energy from measurements made at some points of the strings,
even if at those points we measure both the velocity and the tension.

It should be pointed out that when the observation of a string is made on a
larger set, say on some interval ω ⊂ (0, 1), then we can recover the energy of the
solution from the observation function

∫

ω

∫ T

0

|φx(t, x)|2dt.

Indeed, assume T = 2 then
∫

ω

∫ 2

0

|φx(t, x)|2dt ≥
∞∑

n=1

(n2π2a2
n + b2n)

∫

ω

sin2 nπx dx.

But, for any ω ⊂ (0, 1) there exists a constant Cω > 0 such that
∫

ω

sin2 nπx dx ≥ Cω

for every n ∈ N. Therefore,

Cω

∞∑

n=1

(n2π2a2
n + b2n) ≤

∫

ω

∫ 2

0

|φx(t, x)|2dt ≤ |ω|
∞∑

n=1

(n2π2a2
n + b2n),

that is

CωEφ ≤
∫

ω

∫ 2

0

|φx(t, x)|2dt ≤ |ω|Eφ.

Moreover, using the d’Alembert formula for the representation of the solutions of
the wave equation, it is possible to prove that the property

C1Eφ ≤
∫

ω

∫ T

0

|φx(t, x)|2dt ≤ C2Eφ,

for some positive constants C1 and C2 is still true for any T > 2 dist {ω, {0, 1}}.
Once again, for networks of strings, observing on an interval of one of the strings

will not help. We can recover information only on the string where the observation
is made.
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2. Networks of strings

2.1. Elements on graphs. A graph G is a pair (V,E), where V is a set, whose
elements are called vertices of G, and E is a family of non-ordered pairs v,w of
vertices, which we will denote by v̂w. The elements of E are called edges of G with
vertices v,w. When the graph G does not contain edges of the form v̂v it is said
that the graph is simple1.

A path between the vertices v and w of a graph G is a set of edges of the form

v̂v1, v̂1v2, ..., ̂vm−1vm, v̂mw.

If all the edges forming a path are different, it is said that the path is simple; if all
the vertices v1, ...,vm are different, the path is called elementary.

A closed path is a path between a vertex and itself. An elementary closed path
is called a cycle. When the graph G does not contain cycles it is said that G is a
tree.

Graphs with a finite number of vertices are called finite. In this book we shall
be concerned only with finite graphs.

Let us suppose that G is a finite graph with N vertices and M edges:

V = {v1, ...,vN} , E = {e1, ..., eM} .
The multiplicity m(v) of the vertex v is the number of edges that meet at v:

m(v) := card {e ∈ E: v ∈ e} .
We also define the sets

VS := {v ∈ V : m(v) = 1} , VM := V \ VS.

Let us observe that VS is the set of those vertices that belong to a single edge.
These vertices are called exterior. The set VM contains the remaining vertices, i.e.,
those that belong to more than one edge; those vertices are called interior.

For a vertex v we denote

Iv := {i : v ∈ ei},
which is the set of the indices of all those edges of G, which are incident to v. If
the vertex vj is exterior, Ivj

contains a single index; it will be denoted by i(j) and,
if this does not lead to misunderstanding, simply by i.

In this book we consider only simple finite graphs whose vertices are points of
a plane. The edges of the graph are viewed as the rectilinear segments joining some
of those points. The length of the segment corresponding to the edge ei is called
length of ei and is denoted by ℓi.

We will also assume that the edges of the graphs may meet only at the vertices
of G. Such graphs are known as planar graphs.

On every edge of G we choose an orientation (that is, one of the vertices has
been chosen as the initial one). Then ei may be parametrized as a function of its
arc length by means of the functions xi : [0, ℓi] → ei.

We define the incidence matrix of G

εij =

{
1 if xi(0) = vj ,
-1 if xi(ℓi) = vj .

1Sometimes the term graph is used only for simple graphs, that is, for those that do not have
edges with equal vertices. Non-simple graphs are then called pseudo-graphs.
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Let us denote by L the sum of the length of all the edges of the graphs, the
length of the graph. To indicate to which graph it corresponds, we shall write, if
necessary, LG.

Given functions ui : [0, ℓi] → R, i = 1, ...,M , we will denote by ū : G → R the
function defined for x ∈ ei by

ū(x) = ui(x−1
i (x)).

In this case, we will say that ū is a function defined on the graphG with components
ui. Frequently, we will indicate this fact just by writing ū = (u1, ..., uM ). In
particular, the vector with equal to zero components will be denoted by 0̄.

2.2. Equations of the motion of the network. Now we consider a network
of elastic strings that undergo small vibrations, transversal to some plane. At rest,
the network coincides with a planar graph G contained in that plane.

Let us suppose that the function ui = ui(t, x) : R × [0, ℓi] → R, describes the
transversal displacement in time t of the string that coincides at rest with the edge
ei. Then, for every t ∈ R, the functions ui, i = 1, ...,M , define a function ū(t) on G
with components ui : R× [0, ℓi] → R given by ui(t, x) = ui(t, xi(x)). This function
allows to identify the network with its rest graph; in this sense, the vertices of G
will be called nodes and the vertices, strings.

As a model of the motion of the network we assume that the displacements ui

satisfy the following non-homogeneous system

uixx − uitt = 0 in R × [0, ℓi], i = 1, ...,M,(11)

ui(j)(t,vj) = hj(t) t ∈ R, j = 1, ..., r,(12)

ui(j)(t,vj) = 0 t ∈ R, j = r + 1, ..., N,(13)

ui(t,v) = uj(t,v) t ∈ R, v ∈VM, i, j ∈ Iv,(14)
∑

i∈Iv∂nu
i(t,v) = 0 t ∈ R, v ∈VM,(15)

ui(0, x) = ui0(x), uit(0, x) = ui1(x) x ∈ [0, ℓi], i = 1, ...,M,(16)

where C is a non-empty subset of VS (the set of controlled nodes) and ∂nu
i(t,v) :=

εiju
i
x(t, x

−1
i (v)) is the exterior normal derivative of ui at the node v. Here we have

assumed that the numbering of nodes has been chosen such that

C = {v1, ...,vr}.
Thus, (11)-(16) corresponds to a network with r controlled exterior nodes.

Equation (11) is the classical 1-d wave equation, which is verified by the defor-
mations of the strings of the network. The equalities (12), (13) reflect the condition
that over some of the exterior nodes, precisely over those corresponding to the ver-
tices contained in C, some controls act to regulate their displacements, while the
remaining nodes are fixed. The relations (14) and (15) express the continuity of
the network and the balance of forces at the interior nodes. Finally, (16) indicates
that the initial deformation and velocity of the strings (i.e., at time t = 0) given.
The pair (ū0, ū1) is called initial state of the network.

In general, we will suppose that the graph G does not contain vertices of mul-
tiplicity two, since those would be irrelevant in our model. Indeed, they may be
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considered as interior points of an edge whose length coincides with the sum of the
lengths of the edges coupled at that vertex.

In order to study of the system (11)-(16), we need a proper functional setting
. We define the Hilbert spaces

V = {ū ∈
M∏

i=1

H1(0, ℓi) : ui(v) = uj(v) if v ∈VM and ui(v) = 0 if v ∈VS},

H =

M∏

i=1

L2(0, ℓi),

provided with the Hilbert structures

< ū, w̄ >V : =

M∑

i=1

< ui, wi >H1[0,ℓi]=

M∑

i=1

∫ ℓi

0

uixw
i
xdx,

< ū, w̄ >H : =
M∑

i=1

< ui, wi >L2[0,ℓi]=
M∑

i=1

∫ ℓi

0

uiwidx,

respectively. Besides, we will denote

U =
(
L2(0, T )

)r
.

The study of the solvability of system (11)-(16) may be done in the standard
way for non-homogeneous systems followings the classic transposition method (see
[61]): first we study the homogeneous problem (hj ≡ 0 for all j = 1, ..., r)

φixx − φitt = 0 in R × [0, ℓi], i = 1, ...,M,(17)

φi(j)(t,vj) = 0 t ∈ R, j = 1, ..., N,(18)

φi(t,v) = φj(t,v) t ∈ R, v ∈VM, i, j ∈ Iv,(19)
∑

i∈Iv∂nφ
i(t,v) = 0 t ∈ R, v ∈VM,(20)

φi(0, x) = φi0(x), φit(0, x) = φi1(x) x ∈ [0, ℓi], i = 1, ...,M ;(21)

Further, the solution of (11)-(16) in the general non-homogeneous case is defined
by transposition. Let us describe the main steps, since some of its elements are
widely used in through this book. The details of this procedure may be found in
[61] or [43]. The application of this technique to the concrete problem of string
networks may be found in [51].

Since the injection V ⊂ H is dense and compact, when H is identified with its
dual H ′ by means of the Riesz-Fréchet isomorphism, we can define the operator
−∆G : V → V ′ by

〈−∆Gū, v̄〉V ′×V = 〈ū, v̄〉H .
The operator −∆G is an isometry from V to V ′. The notation La −∆G is justified
by the fact that, for smooth functions ū ∈ V , the operator −∆G coincides with the
Laplace operator.

It may be shown that the spectrum of the operator −∆G is formed by an
increasing positive sequence (µn)n∈N of eigenvalues. The corresponding eigenfunc-
tions (θ̄n)n∈N may be chosen to form an orthonormal basis of H.
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The spaces V and H may be characterized as

V =

{
ū =

∑

n∈N

unθ̄n : |||ū|||2V :=
∑

n∈N

µnu
2
n <∞

}
,

H =

{
ū =

∑

n∈N

unθ̄n : |||ū|||2H :=
∑

n∈N

u2
n <∞

}
,

and the norms of V and H are equivalent to |||.|||V and |||.|||H , respectively. The
spaces V and H are Hilbert spaces with respect to the scalar products that generate
the corresponding norms.

The solution of the homogeneous system (17)-(21) with initial data

(22) φ̄0 =
∑

n∈N

φ0,nθ̄n, φ̄1 =
∑

n∈N

φ1,nθ̄n,

is then defined by the formula

(23) φ̄(t, x) :=
∑

n∈N

(φ0,n cosλnt+
φ1,n

λn
sinλnt)θ̄n(x).

Once again, this definition is justified by the fact that, for sufficiently smooth initial
data φ̄0, φ̄1, the function determined by (23) is the unique solution of (17)-(21).

For a solution ū of (11)-(16) in the classic sense, the energy is defined as the
sum of the energies of its components, that is,

Eū(t) :=

M∑

i=1

Eui
(t) with Eui

(t) :=
1

2

∫ ℓi

0

(∣∣uit(t, x)
∣∣2 +

∣∣uix(t, x)
∣∣2
)
dx.

From the equations (11)-(15), it is easily proved that

(24)
d

dt
Eū(t) =

r∑

i=1

uit(t,vj)∂nu
i(t,vj).

In particular, in the homogeneous case the energy is conserved: Eφ̄(t) = Eφ̄(0),
for every t ∈ R. Besides, if the initial data are expressed by (22) then

(25) Eφ̄ =
1

2

∑

n∈N

(µnφ
2
0,n + φ2

1,n) =
1

2
(|||φ̄0|||2V + |||φ̄1|||2H).

Since the sum in (25) is convergent for every (φ̄0, φ̄1) ∈ V ×H , this formula may
be taken as the definition of the energy of the solution with initial state in V ×H .

From the definition (23) it holds that, for all T ∈ R and (φ̄0, φ̄1) ∈ V ×H, the
solution φ̄ satisfies

(26) φ̄ ∈ C([0, T ] : V )
⋂
C1([0, T ] : H).

In addition, φ̄ is the unique solution of the system (17)-(21) in the sense of distri-
butions, which has the property (26).

For every r ∈ R we consider the Hilbert spaces

(27) V r :=

{
ū =

∑

n∈N

unθ̄n : ‖ū‖2
r :=

∑

n∈N

µrnu
2
n <∞

}
,
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hr :=

{
(un) : ‖(un)‖2

r :=
∑

n∈N

µrn|un|2 <∞
}
,

provided with the norms ‖·‖r, where (un) denotes a sequence of real numbers un.
The canonical isomorphism

∑
n∈N unθ̄n → (un) is an isometry between V r and hr.

Let us observe that V r is the domain of (−∆G)
r
2 considered as an operator

from H to H . Besides, V = V 1 and H = V 0.
Further, we introduce the Hilbert spaces

W
r := V r × V r−1,

endowed with the natural product structures. We then have

W
1 = V ×H, W

0 = H × V ′.

Therefore, it is possible to define for the initial state (φ̄0, φ̄1) ∈ Wr the solution of
the homogeneous problem (17)-(21) by (26). In this case,

φ̄ ∈ C([0, T ] : V r)
⋂
C1([0, T ] : V r−1).

The following step in the study of the solvability of the system (11)-(16) consists
in proving that, for every T > 0, there exists a constant C > 0 such that, at every
exterior node v ∈ VS, the smooth solutions of (17)-(21) satisfy the inequality

(28)

∫ T

0

|∂nφi(t,v)|2dt ≤ Eφ̄.

This property is know as hidden regularity, since it is not a consequence of (26); it
is an specific property of the solutions of (17)-(21) and in general, for the solutions
of the Dirichlet problems for wave equations. The inequality (28) may be proved
using D’Alembert formula for the representation of the solutions of (17). In [51],
this inequality is proved by means of the multipliers technique, which is also useful
in the more wide context of equations in several dimensions and having variable
coefficients.

In what follows, in order to simplify the notations, we will suppose in the rest
of this subsection that r = 1, that is, only one node of the network is controlled.
We also assume that the index i = 1 corresponds to the strings that contains the
controlled node.

Fix T > 0 and define for every t ∈ (0, T ] the operator At : H × V → L2(0, T ),

which associates to every pair (φ̄1,−φ̄0) ∈ H ×V the normal derivative ∂nφ
1(.,v1)

in the controlled node of the solution (23) of the system (17)-(21).
In view of (28) and (25), At is continuous. Then, the operator A∗

t : L2(0, T ) →
V ′ ×H , adjoint of At, will be also continuous (we have identified L2(0, T ) and H
with their duals).

Further, for every h ∈ L2[0, T ] we define the solution of the system (11)-(16)
with initial state (ū0, ū1) ∈ H × V ′ as

(29) ū = A∗
th+ St(ū0, ū1),

where St(ū0, ū1) is the solution of (17)-(21) given by (23) in time t.
To clarify the meaning of this formula, let us calculate the operatorA∗

t . We
consider the operator B defined for h ∈ C1([0, t]) by

Bh = 〈ū(t), ūt(t)〉H ,
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where ū is the solution in the classical sense of the problem (11)-(16) with initial
data ū0 = ū1 = 0.

If we multiply the equation (11) by ui and integrate over [0, t]× [0, ℓi] it holds,
after integration by parts,
∫ t

0

∫ ℓi

0

(uitt − uixx)φ
idtdx =

∫ ℓi

0

(
uiφit − uitφ

i
)∣∣t

0
dx+

∫ t

0

(
uixφ

i − uiφix
)∣∣ℓi

0
dτ .

If we add these equalities we get, in view of the boundary conditions (12)-(15),

∫ t

0

h∂nφ
1(τ ,v1)dτ =

M∑

i=1

∫ ℓi

0

(
ui(t, x)φit(t, x) − uit(t, x)φ

i(t, x)
)
dx,

and this equality means that

〈∂nφ1(t,v1), h〉L2(0,t) = 〈ū(t), φ̄t(t)〉H×H − 〈ūt(t), φ̄(t)〉V ′×V .

Consequently we have

〈Aφ̄, h〉L2(0,t) = 〈Bh, φ̄〉(H×V ′)×(H×V ).

That is, for h ∈ C1([0, t]) it holds Bh = A∗
th. Taking into account that the

operator A∗
t is continuous and that C1([0, t]) is dense in L2(0, t), we can ensure

that A∗
t coincides with the extension of B to L2(0, t).

This fact gives sense to the equality (29). In the classical case h ∈ C1([0, t]),
(ū0, ū1) ∈ (H × V ′), ui0, u

i
1 ∈ C1([0, ℓi]), formula (29) simply expresses the fact

that the solution of the non-homogeneous problem with initial state (ū0, ū1) can
be represented as the sum of the solution of the homogeneous problem with initial
state (ū0, ū1) and the solution of the non-homogeneous problem with initial state
(0̄, 0̄). This fact is an immediate consequence of the lineal character of the system
(11)-(16).

Finally, for every h ∈ L2[0, T ] the solution ū of (11)-(16) defined by (29) has
the property

ū ∈ C([0, T ] : H)
⋂
C1([0, T ] : V ′).

3. The control problem

The control problem in time T consists in determining for which initial states
of the networks it is possible to choose the controls hj ∈ L2(0, T ), j = 1, ..., r, such
that the systems reaches the equilibrium position after a time T . More precisely,

Definition I.1. Let T > 0. We say that the initial state (ū0, ū1) ∈ H × V ′, is
controllable in time T , if there exist functions hj ∈ L2(0, T ), j = 1, ..., r, such
that the solution of (11)-(16) with initial state (ū0, ū1) satisfies

ū|t=T = ūt|t=T = 0̄.

Remark I.1. Sometimes, under the conditions of the Definition I.1 it is also
said that (ū0, ū1) is exactly controllable. When for every ε > 0 there exist controls
hεi such that the corresponding solutions ūε verify ‖(ūε|T , ūεt |T )‖H×V ′ < ε, it is said
that (ū0, ū1) is approximately controllable in time T .

Then, the control problem in time T consists in characterizing the set of control-
lable initial states in time T. The following definition classifies the system (11)-(16)
according to the answer to the control problem.
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Definition I.2. Let T > 0. We say that the set K ⊂ H ×V ′ is controllable in
time T , if all the initial states (ū0, ū1) ∈ K are controllable in time T . Then, we
shall say that the system (11)-(16) is

1) approximately controllable in time T if there exists a set K, which is
controllable in time T and is dense2 en H × V ′;

2) spectrally controllable in time T if the subspace Z × Z is controllable
in time T , where Z is the set of all the finite linear combinations of the
eigenfunctions of the operator −∆G;

3) exactly controllable in time T if the whole space H × V ′ is controllable
in time T .

Let us note that, due to the linear character of the system (11)-(16), if the set
K is controllable, so is the subspace span K of all the finite linear combinations of
elements of K. That is why it is natural to talk of controllable subspaces instead
of controllable sets.

3.1. An equivalent formulation of the control problem. Let us observe
first, that the control problem admits an equivalent formulation in terms of opera-
tors. Let PT : U → H × V ′ be the operator defined by

PT h̄ := (ū(T ), ūt(T )),

where ū is the solution of the system (11)-(16) with initial state (0̄, 0̄).
Let us denote by WT the rang of PT ; that is, WT is the set of those states that

can be reached after a time T starting from the rest state.
Let us note that the initial state (ū0, ū1) ∈ H × V ′ is controllable in time T

if, and only if, (ū0, ū1) ∈ WT . This fact is due to the invariance of the system
(11)-(16) under the change of variable t → T − t: if ū is a solution of (11)-(16)
then, w̄(t) = ū(T −t) is also a solution. Thus, given (ū0, ū1) ∈ WT , if ū is a solution
satisfying

(ū(0), ūt(0)) = (0̄, 0̄), (ū(T ), ūt(T )) = (ū0, ū1)

with control ĥ then, w̄(t) = ū(T − t) satisfies

(w̄(0), w̄t(0)) = (ū0, ū1), (w̄(T ), w̄(T )) = (0̄, 0̄).

Consequently, to drive (ū0, ū1) to (0̄, 0̄) it is sufficient to choose the control ĥ(T −t).
As a consequence, if the initial states (ū0, ū1) and (v̄0, v̄1) are controllable in

time T then it is possible to find a control ĥ ∈ U driving (ū0, ū1) to (v̄0, v̄1). Indeed,

it suffices to take ĥ = ĥ1 + ĥ2, where ĥ1, ĥ2 are, the controls that drive (ū0, ū1) to
(0̄, 0̄) and (0̄, 0̄) to (v̄0, v̄1), respectively.

Thus, the control problem in time T is reduced to study the rang WT of the
operator PT . On the other hand, on the basis of general results of Functional Anal-
ysis (see Theorem II.1), the space WT may be described in terms of the operator
adjoint to PT . This is essentially the HUM.

Let us observe now that, according to the definition (29) of the solution of (11)-
(16), the adjoint of the operator PT coincides with AT , that is, the adjoint of PT

is the operator that associates to (φ̄1,−φ̄0) ∈ H × V the vector ∂nū|C ∈ U , whose
components are the normal derivatives ∂nu

i(.,vj), j = 1, ..., r, of the solution of the
homogeneous system (17)-(21) with initial state (φ̄0, φ̄1). That is why the control

2In other words, the system (11)-(16) is approximately controllable if all the initial states
(ū0, ū1) ∈ H × V ′ are approximately controllable.
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problem is reduced to the study of properties of the solutions of the homogeneous
system (17)-(21).

On the other hand, (ū0, ū1) ∈ WT , that is, (ū0, ū1) = PT h̄ for some h̄ ∈ U , if,
and only if, for all (φ̄1,−φ̄0) ∈ Z × Z the following equality is satisfied

〈(ū0, ū1), (φ̄1,−φ̄0)〉(H×V ′)×(H×V ) = 〈PT h̄, (φ̄1,−φ̄0)〉(H×V ′)×(H×V ).

Then, (ū0, ū1) ∈ WT if, and only if,

〈(ū0, ū1), (φ̄1,−φ̄0)〉(H×V ′)×(H×V ) = 〈h̄,P∗
T (φ̄1,−φ̄0)〉U = 〈h̄, ∂nφ̄|C〉U .

Let us write this result in usual terms:

Proposition I.1. The initial state (ū0, ū1) ∈ H × V ′ is controllable in time
T with control h̄ = (h1, ..., hr) ∈ U if, and only if, for every (φ̄0, φ̄1) ∈ Z × Z the
following equality holds

(30) 〈ū0, φ̄1〉H − 〈ū1, φ̄0〉V ′×V =

r∑

j=1

∫ T

0

hj(t)∂nφ
i(t,vj)dt,

where φ̄ is the solution of the system (17)-(21) with initial state (φ̄0, φ̄1).

Remark I.2. The relation (30) suggests an algorithm for the construction of
the control h̄. If we look for the control in the form h̄ = −∂nψ̄|C, where ψ̄ is a
solution of the homogeneous system (17)-(21), then the equality (30) is the Euler
equation I ′(ψ̄0, ψ̄1) = 0 corresponding to the quadratic functional I : V ×H → R
defined by

I(φ̄0, φ̄1) =
1

2

∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt+ 〈ū0, φ̄1〉 − 〈ū1, φ̄0〉.

Therefore, if (ψ̄0, ψ̄1) is a minimizer of I, the relation (30) will be verified. The
functional is continuous and convex. So, in order to guarantee the controllability
of an initial state (ū0, ū1) ∈ H × V ′ it is sufficient that I be coercive. This is the
central idea of the Hilbert Uniqueness Method (HUM) due to [59]. In Chapter II
we will describe in detail this technique.

4. A controllability theorem and its limitations

A natural starting point for the study of the control problem for a network of
strings is the following theorem due to J. Schmidt.

Theorem I.1 (Schmidt, [76]). If G is a tree (does not contain closed paths)
and the set C contains all the exterior nodes, except at most one, then the system
(11)-(16) is exactly controllable in any time T ≥ T ∗, where T ∗ is equal to twice the
length of the largest simple path connecting the uncontrolled node with the controlled
ones.

The proof of this theorem is rather simple. The main ingredient is the pos-
sibility of representing the solutions of the 1-d wave equation at every string by
means of the D’Alembert formula. In the Section 3.1 of the Chapter 3 we describe
the proof for the case of a network formed by three strings with two controlled
nodes. There it is explained also, how to proceed in the case of arbitrary trees.
Both facts, the tree structure and that all the exterior nodes, except at most one,
are controlled, play an essential role in the proof.



4. A CONTROLLABILITY THEOREM AND ITS LIMITATIONS 13

However, the conditions of Theorem I.1 seems to be very strong: a high number
of controls and a simple topological configuration of the graph. The question on
whether these conditions may be weakened naturally arises. Could be the system
(11)-(16) exactly controllable when there are more than two uncontrolled exterior
nodes or when G contains circuits, at least for some values of the values of the
lengths of the strings? It turns out that in both cases the answer is negative. In
Chapter 5 (Section 3) we will prove the following result:

Theorem I.2. If G is a tree and in the system (11)-(16) there are at least two
uncontrolled nodes then, there exist initial states controllable in any finite time T .

This fact adds a particular interest to Theorem I.1, as it serves as a criterion
on the exact controllability of the system (11)-(16).

In these notes we will mainly study networks of strings, which are controlled
from their exterior nodes and which do not verify the conditions of Theorem I.1.
That is why, we will be able to expect the controllability of the system in subspaces
of H × V ′, which are strictly smaller.





CHAPTER II

Some useful tools

1. D’Alembert formula and observability from the boundary of the 1-d
wave equation

In this section we shall write the D’Alembert formula for the solutions of the
1 − d wave equation in a way that allows to use certain formal calculations for
the study of the propagation of the solutions along the network. This allows, in
particular, to prove observability properties of the solutions from one end of the
string.

1.1. D’Alembert formula. Let us assume that the function u(t, x) satisfies
the 1 − d wave equation in R × R. Then, for every t∗ ∈ R the function u may be
expressed by means of the D’Alembert formula

(1) u(t, x) =
1

2
(u(t∗, x+ t− t∗) + u(t∗, x− t+ t∗)) +

1

2

∫ x+t−t∗

x−t+t∗

ut(t∗, ξ)dξ.

In account of the symmetry of the wave equation with respect to the variables
x, t, the formula (1) is also valid if we change the role of these variables. Thus, if
u(t, x) satisfies the 1− d wave equation in R× [0, ℓ] then, for every a ∈ [0, ℓ], u(t, x)
may be expressed by the formula

(2) u(t, x) =
1

2
(u(t+ x− a, a) + u(t− x+ a, a)) +

1

2

∫ t+x−a

t−x+a

ux(τ , a)dτ .

From (2), after derivation, we obtain the equalities

ux(t, x) =
1

2
(ut(t+ x− a, a) − ut(t− x+ a, a)) +(3)

+
1

2
(ux(t+ x− a, a) + ux(t− x+ a, a)) ,(4)

ut(t, x) =
1

2
(ut(t+ x− a, a) + ut(t− x+ a, a)) +

+
1

2
(ux(t+ x− a, a) − ux(t− x+ a, a)) .

If we denote

G(t) := ut(t, 0), F (t) := ux(t, 0), Ĝ(t) := ut(t, ℓ), F̂ := ux(t, ℓ),

then the formulas (3)-(4) for x = ℓ, a = 0 may be written as

(5) F̂ = ℓ+F + ℓ−G, Ĝ = ℓ−F + ℓ+G,

and, for x = 0, a = ℓ

(6) F = ℓ+F̂ − ℓ−Ĝ, G = −ℓ−F̂ + ℓ+Ĝ,

15
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•
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T−ℓ
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6

Figure 1. Region of application of the D’Alembert formula

where ℓ+, ℓ− are the linear operator that act over a function f depending on time
t according to

(7) ℓ±f(t) :=
f(t+ ℓ) ± f(t− ℓ)

2
.

Let us remark that the formulas (5) and (6) express the relation between the
traces of ut and ux in the extremes of the interval [0, ℓ]. Obviously, (6) is the inverse
relation to (5).

1.2. Observability from the boundary of the 1−d wave equation. The
following proposition contains a very useful result on the observability of 1−d waves
from the boundary. It will be frequently used in what follows.

Proposition II.1. If u(t, x) satisfies the wave equation utt = uxx in R × [0, ℓ]
then

Eu(t) ≤
1

4

∫ t+ℓ

t−ℓ

(
|ux(τ , 0)|2 + |ut(τ , 0)|2

)
dτ.

Proof. In view of (3)-(4), it holds

Eu(t) =
1

8

∫ ℓ

0

{
|ut(t+ x, 0) − ut(t− x, 0) + ux(t+ x, 0) + ux(t− x, 0)|2 +

+ |ut(t+ x, 0) + ut(t− x, 0) + ux(t+ x, 0) − ux(t− x, 0)|2
}
dx

≤ 1

4

∫ ℓ

0

{
|ut(t+ x, 0)|2 + |ut(t− x, 0)|2 + |ux(t+ x, 0)|2 + |ux(t− x, 0)|2

}
dx

=
1

4

∫ t

t−ℓ

{
|ut(τ , 0)|2 + |ux(τ , 0)|2

}
dx+

1

4

∫ t+ℓ

t

{
|ut(τ , 0)|2 + |ux(τ , 0)|2

}
dx

=
1

4

∫ t+ℓ

t−ℓ

(
|ux(τ , 0)|2 + |ut(τ , 0)|2

)
dt.
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�

Proposition II.2. For all ℓ > 0, a, b ∈ R the operators ℓ+, ℓ− are continuous
from L2[a− ℓ, b+ ℓ] to L2[a, b].

Proof. We will prove that in addition the norm of the operators ℓ±, considered
as elements of L(L2[a− ℓ, b+ ℓ], L2[a, b]), is not greater than one. In fact,

∫ b

a

|ℓ±f(t)|2dt =
1

4

∫ b

a

|f(t+ ℓ) ± f(t− ℓ)|2 dt

≤ 1

2

∫ b

a

|f(t+ ℓ)|2 dt+
1

2

∫ b

a

|f(t− ℓ)|2 dt

≤ 1

2

∫ b+ℓ

a+ℓ

|f(t)|2dt+
1

2

∫ b−ℓ

a−ℓ

|f(t)|2dt ≤
∫ b+ℓ

a−ℓ

|f(t)|2dt.

�

2. The Hilbert Uniqueness Method (HUM): reduction to an
observability problem.

2.1. Description of the method. In this section we describe the main tool
used along these notes for the study of control problems: The Hilbert Uniqueness
Method (HUM)1, which allows to reduce the control problem to the study of ob-
servability properties of the solutions of a homogeneous system.

We illustrate the application of HUM for the system (11)-(16), but we use,
in general, an abstract setting that allows to avoid the difficulties related to the
notations. Besides, it allows to use the results in other situations in which the
method is also applied for the study of control problems: when the equation (11)
is replaced by the Schrödinger or heat equations, or when the boundary conditions
or the choice of the controls are different.

The starting point of HUM consists in reducing the control problem to the
identification of the image of a continuous linear operator as it has been described
in Section 3. Having this, the description of controllable initial states is based on
the following general result of Functional Analysis: if E and F are Hilbert spaces
and A : F → E is a continuous linear operator with adjoint A∗ : E′ → F (we have
identified F and F ′ through the Riesz-Fréchet isometry) then

Theorem II.1. If A∗ is injective then the image of A coincides with the set

M = {u ∈ E : ∃Cu > 0 such that |〈φ, u〉E′×E | ≤ Cu‖A∗φ‖F ∀ φ ∈ E′} .
Proof. We will show first that Im A ⊂ M. If u ∈ Im A, that is, u = Ap for

p ∈ F then, for all φ ∈ E′

|〈φ, u〉E′×E | = |〈φ,Ap〉E′×E | = |〈A∗φ, p〉F | ≤ ‖A∗φ‖F ‖p‖F ,
and thus u ∈M with Cu = ‖p‖F .

The inclusion M ⊂ Im A is more delicate. Since A∗ is injective, A∗φ = 0 if,
and only if, φ = 0. Consequently, the function ‖φ‖A = ‖A∗φ‖F is a norm in E′.
Let HA be the completion of E′ with respect to that norm. This means that there
exists an isometry κ : (E′, ‖.‖A) → HA such that κ(E′) is dense in HA. If we

1The name of this method is due to its author J.-L. Lions (see [59], [60]).
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identify E′ and κ(E′) through κ, it holds E′ ⊂ HA. This imbedding is dense and
continuous. Indeed, since A∗ is bounded,

‖φ‖A = ‖A∗φ‖F ≤ C‖φ‖E′ .

For u ∈ M and φ ∈ E′ we will denote by 〈φ, u〉 the imagine by φ of the linear
and continuous functional obtained by extending φ to M by continuity: if the
sequence (φn) ⊂ E′ converges to φ en HA then

|〈φn, u〉E′×E−〈φm, u〉E′×E | = |〈φn−φm, u〉E′×E | ≤ Cu‖A∗(φn−φm)‖F = Cu‖φn−φm‖A,

and then 〈φn, u〉 is a Cauchy sequence in, R ((φn) is convergent), and thus is
convergent. Now define 〈φ, u〉 = limn→∞〈φn, u〉. The mapping 〈., u〉 : HA → R
is then linear and continuous, since when passing to the limit in the relations
|〈φn, u〉| ≤ Cu‖φn‖A it holds

(8) |〈φ, u〉| ≤ Cu‖φ‖A.

Let us consider now the functional I : HA → R defined by

I(φ) =
1

2
‖φ‖2

A
− 〈φ, u〉,

which is clearly continuous and convex. Once again, in view of (8),

|I(φ)| ≥ 1

2
‖φ‖2

A
− |〈φ, u〉| ≥ 1

2
‖φ‖2

A
− Cu‖φ‖A → ∞

as ‖φ‖A → ∞. Then there exists a minimizer φ̂ ∈ HA that, taking into account

that I is differentiable, satisfies the Euler equation I ′φ̂ = 0 and that is

〈φ, φ̂〉A = 〈A∗φ,A∗φ̂〉F = 〈φ, u〉 for all φ ∈ HA.

In particular, for φ ∈ E′,

〈φ,AA∗φ̂〉E′×E = 〈A∗φ,A∗φ̂〉F = 〈φ, u〉E′×E .

This means that

(9) u = AA∗φ̂ ∈ Im A.

�

Remark II.1. Proceeding in a similar way as in the proof of the previous theo-
rem it may be shown that is possible to identify “by continuity” H ′

A
with a subspace

of E. In such case,

H ′
A

= {u ∈ E : ∃Cu > 0 such that | < φ, u >E′×E | ≤ Cu‖A∗φ‖F for every φ ∈ E′} .
Then, from the theorem it follows that Im A = H ′

A
.

Remark II.2. In general, it takes place the equality Im A = (kerA∗)⊥. From
this fact , it holds that Im A is dense in E if, and only if A∗ is injective. Con-
sequently, Theorem II.1 provides a description of Im A whenever it is dense in
E. On the other hand, the injectiveness of A∗ is equivalent to the fact that the
equation A∗φ = v has at most one solution. This is a uniqueness property to which
refer the name of HUM.
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Let us assume now that W is a Hilbert space such that W ⊂ E with continuous
and dense embedding. This allows to extend by continuity the linear and continuous
functionals in W to E, such that we can consider E′ ⊂W ′.

The following result is very useful in order to characterize subspaces of Im A.

Corollary II.1. The subspace W is contained in the image of the operator A
if, and only if, there exists a constant C > 0 such that

(10) ‖φ‖W ′ ≤ C‖A∗φ‖F ,
for every φ ∈ E′. In such case, for every u ∈ W there exists p ∈ F such that

(11) ‖p‖F ≤ 2C‖u‖W .
Proof. Consider the set

Γ = {φ ∈ E′ : ‖A∗φ‖F = 1} ⊂ E′.

Let us observe, that the existence of a constant C > 0 such that

(12) ‖φ‖W ′ ≤ C‖A∗φ‖F ,
for all φ ∈ E′ means that Γ is bounded in W ′.

On the other hand, the fact W ⊂ Im A is equivalent to the fact that Γ is weakly
bounded in W ′. Indeed, according to Theorem II.1, W ⊂ Im A if an only if, for
every u ∈W there exists a constant Cu such that

(13) | < φ, u >W ′×W | = | < φ, u >E′×E | ≤ Cu‖A∗φ‖F ,
for every φ ∈ E′. Consequently, if W ⊂ Im A then, for all φ ∈ Γ, u ∈W ′,

(14) | < φ, u >W ′×W | ≤ Cu,

that is, Γ is weakly bounded. Conversely, if the inequality (14) is verified and

ψ ∈ E′ then, choosing φ =
ψ

‖A∗ψ‖F
∈ Γ (‖A∗ψ‖F 6= 0 as A∗ is injective) it holds

(15) | < ψ, u >W ′×W | = ‖A∗ψ‖F | < φ, u >W ′×W | ≤ Cu‖A∗ψ‖F ,
and then u ∈ Im A∗.

Finally, it suffices to recall the fact that the properties of being bounded and
weakly bounded coincide in Hilbert spaces 2.

In order to prove (11) it suffices to choose for u ∈ W , the element p ∈ F

obtained in the proof of Theorem II.1, that is, p = A∗φ̂, where φ̂ is a minimizer of
the functional

I(φ) =
1

2
‖φ‖2

A
− 〈φ, u〉.

Then we will have,

0 = I(0) ≥ I(φ̂) =
1

2
‖φ̂‖2

A − 〈φ̂, u〉.
Then,

‖φ̂‖2
A
≤ 2〈φ̂, u〉 ≤ 2‖φ‖W ′‖u‖W ≤ 2C‖φ̂‖

A
‖u‖W .

Finally, since ‖p‖F = ‖φ̂‖
A

, it holds

‖p‖F ≤ 2C‖u‖W .
�

2This is an immediate consequence of the Banach-Steinhaus theorem and the reflexiveness
of the Hilbert spaces
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Remark II.3. In particular, Im A = E, that is, the operator A is surjective
if, and only if there exists a constant C > 0 such that

(16) ‖φ‖E′ ≤ C‖A∗φ‖F ,

for every φ ∈ E′. This condition is equivalent to the continuity of (A∗)
−1

.

Remark II.4. Due to the continuity of A∗, it is sufficient to prove the inequality
(10) for a dense subspace of E′.

Remark II.5. Inequality (16) is known as observability inequality. All along
this book, any inequality of the form (10) will be called generically observability
inequality.

Let us see now another possible way of constructing subspaces of Im A, which
will be frequently used in what follows. Assume that B : E′ → E′ is a continuous
operator, whose image is dense in E′ and verifies the properties

1) There exists a constant C > 0 such that, for every φ ∈ E′,

‖Bφ‖E′ ≤ C ‖A∗φ‖F ,
for all φ ∈ E′.

2) If B is not injective then, neither is A∗; that is, if there exists φ ∈ E′ \{0}
such that Bφ = 0 then there exists ψ ∈ E′ \ {0} such that A∗ψ = 0.

Let us note that an operator B with the properties indicated above is injective
if, and only if, A∗ is injective. Consequently, it holds that the subspace Im A is
dense in E if, and only if, B is injective.

In such case, property 1 would correspond to the fact that B◦ (A∗)
−1

be con-
tinuous. Moreover, if in addition B would be surjective, then, according to Banach
theorem on the open mapping, its inverse B−1 would be also continuous and then
the same is true of A∗; so we would have Im A = E.

This cannot be asserted if B is not surjective. However, it is true for some
smaller subspace:

Proposition II.3. If B is a continuous operator with dense image having the
property 1 then Im B∗ ⊂ Im A, where B∗ is the adjoint operator to A.

Proof. If u ∈ Im B∗, that is, u = B∗v then

〈u, φ〉E×E′ = 〈B∗v, φ〉E×E′ = 〈v,Bφ〉E×E′ ≤ ‖v‖E ‖Bφ‖E′ ≤ C ‖v‖E ‖A∗φ‖F ,
and so the assertion follows from Theorem II.1. �

Property 2 guarantees that the previous result is exact in the sense that it
provides a subspace dense in Im A whenever such a subspace exists. Unfortunately
that subspace may not coincide with the image of A, it may be smaller.

In this book we will use the results described above in the following concrete
situation. Let H be a separable Hilbert space and {θn}n∈N an orthonormal basis of
H . Let us denote by Φ the set of all the formal linear combinations X̄ =

∑
n∈N xnθn,

xn ∈ R, and Z the set of the finite linear combinations.
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Let (αn), (βn) be sequences of real numbers different from zero and define the
Hilbert space

E :=

{
(X̄, Ȳ ) ∈ Φ × Φ : ‖(X̄, Ȳ )‖2

E :=
∑

n∈N

(α2
nx

2
n + β2

ny
2
n) <∞

}

provided with the norm ‖.‖E. Then, the dual of E may be identified with the space

E′ =

{
(X̄, Ȳ ) ∈ Φ × Φ : ‖(X̄, Ȳ )‖2

E′ :=
∑

n∈N

(α−2
n x2

n + β−2
n y2

n) <∞
}

endowed with the norm ‖.‖E′ .
Let us consider as before the linear and continuous operator A : F → E

with injective adjoint A∗. Let now (cn) be another sequence verifying cn ≥ cαn,
cn ≥ dβn for some c, d > 0 and define the space

W :=

{
(X̄, Ȳ ) ∈ Φ × Φ : ‖(X̄, Ȳ )‖2

W :=
∑

n∈N

c2n(α
2
nx

2
n + β2

ny
2
n) <∞

}
⊂ E.

Then the results of Corollary II.1 allows us to assert that

Proposition II.4. W ⊂ Im A if, and only if, there exists a constant C > 0
such that

(17) ‖(X̄, Ȳ )‖2
W ′ :=

∑

n∈N

c−2
n (α−2

n x2
n + β−2

n y2
n) ≤ C‖A∗(X̄, Ȳ )‖2

F ,

for all X̄, Ȳ ∈ Z, that is, for all finite linear combinations (xn), (yn).

Clearly, if the inequality (17) holds, then Im A contains the subspace Z × Z
of all the finite linear combinations, but this condition is not necessary in general.
To clarify when this happens let us note that, due to the linearity of A, Z × Z ⊂
Im A if, and only if, (θ̄n, 0̄) and (0̄, θ̄n) belong to Im A for every n ∈ N. According
to Theorem II.1, the latter fact is equivalent to the existence, for every n ∈ N, of
constants C1

n, C
2
n > 0 such that

| < (X̄, Ȳ ), (θ̄n, 0̄) >E′×E | ≤ C1
n‖A∗(X̄, Ȳ )‖F ,

| < (X̄, Ȳ ), (0̄, θ̄n) >E′×E | ≤ C2
n‖A∗(X̄, Ȳ )‖F .

It suffices now to note that

< (X̄, Ȳ ), (θ̄n, 0̄) >E′×E= xn, < (X̄, Ȳ ), (0̄, θ̄n) >E′×E= yn

to conclude:

Proposition II.5. Z ×Z ⊂ Im A if, and only if, for every n ∈ N there exists
a constant Cn > 0 such that

|xn| + |yn| ≤ Cn‖A∗(X̄, Ȳ )‖F ,

for all X̄, Ȳ ∈ Z.
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2.2. Application to the control of the network. Let us apply now the
previous results to the control problem of the network. From Theorem II.1 it holds
immediately

Corollary II.2. The initial state (ū0, ū1) ∈ V ′ ×H is controllable in time T
if, and only if, there exists a constant C > 0 such that

C

∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt ≥
∣∣〈ū0, φ̄1〉H − 〈ū1, φ̄0〉V ′×V

∣∣2

for every solution φ̄ of the system (17)-(21) with initial state (φ̄0, φ̄1) ∈ Z × Z.

It is interesting to point out how the formula (9), obtained in the proof of
Theorem II.1, provides an algorithm for the construction of the control h̄ that
drives the controllable state (ū0, ū1) ∈ H × V ′ to (0̄, 0̄) in time T : we should solve
the extremal problem

(18) I(Ψ∗) = min
W

I(Ψ)

for the functional

I(Ψ) =
1

2

∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt+ 〈ū0, φ̄1〉 − 〈ū1, φ̄0〉

over the space W, which is the completion of Z × Z with the norm

‖(φ̄0, φ̄1)‖W =



∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt




1
2

and φ is the solution of (17)-(21) with initial state Ψ = (φ̄0, φ̄1).
Let Ψ∗ = (ϕ̄∗

0, ϕ̄
∗
1) be the solution of the problem (18). Next, we solve the ho-

mogeneous system (17)-(21) with initial data (ϕ̄∗
1,−ϕ̄∗

0). Let φ̄ be the corresponding
solution. The control will be the trace ∂nφ̄|C of this solution.

Besides, from remarks II.2 and II.3 it follows

Corollary II.3. The system (I.11)-(I.16) is approximately controllable in
time T if, and only if, the following unique continuation property is verified

∂nφ
i(t,vj) = 0, j = 1, ..., r, for almost every t ∈ [0, T ] implies (φ̄0, φ̄1) = (0̄, 0̄).

Moreover, all the initial states (ū0, ū1) ∈ V ′ ×H are exactly controllable in time T
if, and only if, there exists a constant C > 0 such that

(19) C

∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt ≥ ‖(φ̄0, φ̄1)‖2
V×H

for all (φ̄0, φ̄1) ∈ V ×H.

The inequality (19) may be expressed in terms of the Fourier coefficients (φ0,n), (φ1,n)

of the initial data φ̄0, φ̄1 as

(20) C

∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt ≥
∑

n∈N

(
µnφ

2
0,n + φ2

1,n

)
.

Unfortunately, this inequality is not valid for the system (11)-(16), except under the
very restrictive conditions on the graph G and the location of the controlled nodes
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indicated in Theorem I.1. All along this book, we shall deal with situations when the
inequality (19) is not true, that is, there exists initial states (ū0, ū1) ∈ V ′×H , which
are not controllable in time T . We will be only able to prove weaker inequalities of
the type

(21)

∫ T

0

r∑

j=1

|∂nφi(t,vj)|2dt ≥
∑

n∈N

c2n
(
µnu

2
0,n + u2

1,n

)
,

with coefficients cn different from zero. This will allow to ensure, according to the
Proposition II.4, that the space of initial states (ū0, ū1) ∈ V ′ ×H defined by

(22)
∑

n∈N

1

c2n
u2

0,n <∞,
∑

n∈N

1

c2nµn
u2

1,n <∞,

is controllable in time T .
From that fact, it would hold, in particular, that the system is spectrally con-

trollable (and then approximately controllable) in time T .
Let us remark that, if we would be able proof in addition that the coefficients

cn en (21) verify a uniform inequality of the form

cnµ
ε
n ≥ C > 0,

for some ε ∈ R, then, the sequences (u0,n), (u1,n) such that
∑

n∈N

µεnu
2
0,n <∞,

∑

n∈N

µε−1
n u2

1,n <∞,

would satisfy the inequalities (22). This would imply that the space Wε is control-
lable in time T .

Remark II.6. Let us assume that r = 1 and the inequality (21) is verified. If
we replace φ̄ by its explicit expression (I.23), we obtain

(23)

∫ T

0

|
∑

k∈N

κk(φ0,k cosλkt+
φ1,k

λk
sinλkt)|2dt ≥

∑

k∈N

c2k(µkφ
2
0,k + φ2

1,k),

where κk = ∂nθ
1
k(v1).

If we define for k < 0, λk := −λ|k| and denote ak = 1
2

(
u0,|k| − i

u1,|k|

λk

)
for

k ∈ Z∗, the inequality (23) becomes
∫ T

0

|
∑

k∈Z∗

κ|k|ake
iλkt|2dt ≥

∑

k∈N

c2kµk |ak|2 .

Consequently, we can assert that the latter inequality would be verified for every
finite sequence (ak), in general of complex numbers, satisfying a−k = ak.

Let us note, however, that,

1

2
|
∑

k∈Z∗

κ|k|ake
iλkt|2 ≤ |

∑

k>0

κ|k|ake
iλkt|2 + |

∑

k<0

κ|k|ake
iλkt|2

and since ∑

k<0

κ|k|ake
iλkt =

∑

k>0

κkake
−iλkt =

∑

k>0

κkakeiλkt,
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we obtain that the following inequalities hold
∫ T

0

|
∑

k∈k

κkake
iλkt|2dt ≥ C

∑

k∈k

c2kµk |ak|2 ,

∫ T

0

|
∑

k∈N

κkake
−iλkt|2dt ≥ C

∑

k∈N

c2kµk |ak|2 ,

for every finite complex sequence (ak).

3. The moments method

In this section we describe an alternative method for the study of the control
problem: the method of moments. These methods turns out to be useful not only
for networks of strings, but also in the study of systems obtained by replacing in
(11)-(16) the wave equation by the heat equation and, in general, by equations,
whose solutions may be computed using the method of separation of variables.

3.1. Description of the method. Let H be a Hilbert space and (an) a
sequence of elements of H. Given a sequence (mn) ∈ l2, the following problem is
known as problem of moments : find an element v ∈ H such that

(24) 〈v,an〉H = mn, n ∈ Z.

A problem of moments appears in a natural way in the study of control problems
when we try to find the control v that drives an initial state to rest in time T directly
from Proposition I.1. In this case, the space H is L2(0, T ) and the sequence (an)
is formed by the complex exponentials an = eiλnt. This leads to the problem of
moments

(25)

∫ T

0

v(t)eiλntdt = mn, n ∈ Z,

where the sequence (mn) depends on the Fourier coefficients of the initial state to
be controlled.

Historically, this approach was the first giving important results on the con-
trollability of systems described by partial differential equations. For more details,
the reader may consult the papers [31], [73], [33], [74], [32].

A natural way to search for a solution of (24) is to solve first the problem

for the sequences of the canonical basis ēk =
(
δkn

)
of l2. Here, the symbol δkn is

the Kronecker δ (δkn is one if n = k and zero otherwise). If we denote by vk the
corresponding solutions (assuming that such solutions exists), we will have

〈vk,an〉 = δkn n, k ∈ Z.

A sequence with this property is called biorthogonal sequence to the sequence (an)
in H . The usefulness of a biorthogonal sequence is immediate: if we choose

(26) v =
∑

k∈N

mkvk,

we have, at least formally, that, for every n, it holds

〈v,an〉 =
∑

k∈N

mk〈vk,an〉 =
∑

k∈N

mkδ
k
n = mn.
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Under additional summability conditions on the sequence (mn), formula (26)
provides a solution of (24):

Proposition II.6. If (vn) ⊂ H is a biorthogonal sequence to (an) in H then,
for every sequence (mn) such that

(27)
∑

n∈N

|mn| ‖vn‖H <∞,

there exists a solution v ∈ H of (24). That solution is given by (26).

Proof. It suffices to note that the function v defined by (26) belongs to H :

‖v‖H ≤
∑

n∈N

|mn| ‖vn‖H <∞.

�

Thus, solving a problem of moments with this technique involves to fundamen-
tal steps: to determine a biorthogonal sequence and to estimate the norms of its
elements. According to Proposition II.6, if there exists a biorthogonal sequence,
we will be able to indicate a dense in l2 subspace of sequences, defined by (27),
for which the problem of moments has a solution. In particular, the existence of
a biorthogonal sequence guarantees the solvability of the problem of moments for
every finite sequence (mn) .

As it has been pointed out above, in the study of the control problems the
problems of moments (25) are relevant, where (λn) is a sequence of complex num-
bers such that (ℜλn) is increasing3. In this case, a biorthogonal sequence may
be constructed in a relatively easy way thanks to the developments of Paley and
Wiener [67].

After performing the change of variables t → t + A with A = T
2 , the problem

(25) may be written in the symmetric form

(28)

∫ A

−A

ṽ(t)eiλntdt = m̃n,

which is a problem of moments in L2(−A,A).
Let us assume that F is an entire function satisfying:

1) F ∈ L∞(R);
2) F is of exponential type not greater than A: there exist constants M,A >

0 such that |F (z)| ≤MeA|z| for every z ∈ C.
3) all the numbers λn are simple zeros of F :

F (λn) = 0, F ′(λn) 6= 0.

Then, it is easy to see that the functions

(29) Fk(z) :=
F (z)

(z − λk)F ′(λk)

3ℜz denotes the real part of the complex number z.
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satisfy the property 2. Besides, it may be shown, using the Phragmén-Lindelöf
theorem (see, e.g., Theorem 11, p. 82 in [81]), that there exists a constant C > 0
such that for every k ∈ N,

(30) ‖Fk‖L2(R) ≤
C

|F ′(λk)|
‖F‖L∞(R) ;

in particular, the functions Fk belong to L2(R).
Finally, let us observe that Fk(λn) = δnk .
Now we are ready to apply the fundamental tool of this technique:

Theorem II.2 (Paley and Wiener, [67]). The function F is the Fourier trans-
form of a function ϕ ∈ L2(R) with support contained in the interval [−A,A], that
is,

F (z) =

∫ A

−A

eiztϕ(t)dt,

if, and only if, F is an entire function of exponential type at most A and F ∈ L2(R).

If we apply Theorem II.2 to the functions Fk defined by (29) it holds that there
exist functions vk ∈ L2(−A,A) such that

Fk(z) =

∫ A

−A

eiztvk(t)dt, k ∈ N.

From these inequalities we obtain
∫ A

−A

eiλntvk(t)dt = Fk(λn) = δnk ,

and thus, the sequence (vk) would be biorthogonal to
(
eiλnt

)
in L2(−A,A). By

this reason, the function F is called generating function for the sequence
(
eiλnt

)
.

On the other hand, from Plancherel’s identity

‖vk‖L2(−A,A) = ‖Fk‖L2(R) .

Consequently, in view of (30) there exists a constant C > 0 such that for every
k ∈ N

(31) ‖vk‖L2(−A,A) ≤
C

|F ′(λk)|
.

Then, if we succeed in constructing a generating function F of the sequence
(λn), the problem of identifying subspaces of sequences (mn) for which the prob-
lem of moments (28) has a solution is reduced to estimate the sequence of norms
|F ′(λk)|.

Remark II.7. If it would be possible to establish uniform estimates of the form

|F ′(λk)| ≥ C |λk|−α ,
then it would hold

‖vk‖L2(−A,A) ≤ C |λk|α

and, according to Proposition II.6 the problem of moments (28) would have a solu-
tion for every sequence (mn) satisfying

∑

n∈N

|mn| |λk|α <∞.
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It may be useful to characterize subspaces of sequences of the type hr for which the
problem of moments has a solution. Let us observe that, if there exists γ ∈ R such
that ∑

n∈N

|λk|γ <∞,

then, from the Cauchy-Schwarz inequality holds
∑

n∈N

|mn| |λk|α <
∑

n∈N

|mn|2 |λk|2(α−
γ
2 )
∑

n∈N

|λk|γ .

Thus, the problem of moments (28) would have a solution for every sequence (mn) ∈
hα−

γ
2 .

Remark II.8. It is relatively easy to construct an entire function F vanishing at
the elements of the sequence (λn) if we have additional information on the numbers
λn. If there exists p ∈ N such that

∑

n∈Z

1

|λn|p
<∞,

we could take, e.g.,

F (z) =
∏

n∈Z

(
sin (πz�λn)

πz�λn

)p
,

which is a bounded function for z ∈ R. To guarantee that the zeros of F are
all simple is less easy. However, the truly difficult problem consists in estimating
F ′(λn). In [70] and [58] it may be found wide information on this theme. Good
examples of the difficulties involved in the application of this technique are the works
[32], [31], [33].

The following result due to Russell is very useful since it allows to obtain a
biorthogonal sequence to the exponential family that appears in connection with
the heat equation from a biorthogonal sequence of the family of exponentials of the
wave equation. Essentially, this result is contained in [73], though we state it in a
form similar to that of [2, Teorema II.5.20].

Let (λn)n∈Z∗
be a sequences of real numbers such that λ−n = −λn and (κn)n∈Z∗

a symmetric sequence of complex numbers: κ−n = κn.

Theorem II.3 (Russell, [73]). If there exists a sequence (vn) biorthogonal to(
κneiλnt

)
n∈Z∗

in L2(−A,A) then, for every ε > 0 there will exist a sequence (wn)

biorthogonal to
(

κne−λ
2
nt
)
n∈N

in L2(−ε, ε). Besides, there exist positive constants

Cε and γ such that

‖wn‖L2(−ε,ε) ≤ Cε ‖vn‖L2(−A,A) e
γ|λn|,

for all n ∈ N.

3.2. Application of the method of moments to the control of the
network. Now we will see how a problem of moments arises in a natural way
associated to the control problem for the system (11)-(16). This will provide an
alternative approach for the study of the controllability of a network. In what
follows we will consider for simplicity r = 1, that is, the network is controlled from
one exterior node.
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According to Proposition I.1, the initial state (ū0, ū1) ∈ H×V ′ is controllable in
time T if, and only if, there exists h ∈ L2(0, T ) such that, for every (φ̄0, φ̄1) ∈ Z×Z
the following equality holds

(32)

∫ T

0

h(t)∂nφ
1(t,v1)dt = 〈ū1, φ̄0〉V ′×V − 〈ū0, φ̄1〉H×H ,

where φ̄ is the solution of the homogeneous system (17)-(21) with initial state
(φ̄0, φ̄1).

Let us observe that, if

φ̄0 =
∑

n∈N

φ0,nθ̄n, φ̄1 =
∑

n∈N

φ1,nθ̄n

then, from formula (23) we have

∂nφ
1(t,v1) =

∑

k∈Z∗

κk

(
φ0,k cosλkt+

φ1,k

λk
sinλkt

)
,

where κk = ∂nθ
1
k(v1) is the value of the normal derivative of the eigenfunction θ̄k

in the controlled node. With this, the condition (32) says that the initial state
ū0 =

∑
k∈N u0,kθ̄k, ū1 =

∑
k∈N u1,kθ̄k is controllable in time T with control h

if, and only if, for all the finite sequences
(
φ0,k

)
,
(
φ1,k

)
the following equality is

satisfied

(33)

∫ T

0

κk
∑

k∈N

(
φ0,k cosλkt+

φ1,k

λk
sinλkt

)
h(t)dt =

∑

k∈N

(
u1,kφ0,k − u0,kφ1,k

)
.

By choosing (33) φ0,k = 1, φ0,k = 0 for k 6= k and φ1,k = 0 for every k, what

corresponds to the initial data φ̄0 = θ̄k, φ̄1 = 0̄, we will obtain

(34)

∫ T

0

κk cosλkt h(t)dt = u1,k.

In an analogous way, with φ1,k = λk, φ1,k = 0 for k 6= k and φ0,k = 0 for all k,

(35)

∫ T

0

κk sinλkt h(t)dt = −λku0,k.

Naturally, the relations (34), (35) are necessary for (33) to be satisfied. Besides,
they are sufficient. Indeed, if we multiply (34) by φ0,k, (35) by φ1,k and add over
a finite set I ⊂ N we obtain

∫ T

0

κk
∑

k∈I

(
φ0,k cosλkt+

φ1,k

λk
sinλkt

)
h(t)dt =

∑

k∈I

(
u1,kφ0,k − u0,kφ1,k

)
,

and this is the equality (33).
Now, combining the equalities (34), (35) it holds

∫ T

0

κke
iλkt h(t)dt = u1,k − iλku0,k,(36)

∫ T

0

κke
−iλkt h(t)dt = u1,k + iλku0,k k ∈ N.(37)

If we define for k < 0, λk = −λ−k then the previous results and (36)-(37) may be
unified in
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Proposition II.7. The initial state (ū0, ū1) is controllable in time T with
control h if, and only if, the following equalities are verified

(38)

∫ T

0

κ|k|e
iλkt h(t)dt = u1,|k| − iλku0,|k| for everyk ∈ Z∗,

The equalities (38) constitute a problem of moments for the sequence
(
κ|k|e

iλkt
)
k∈Z∗

.

Let us observe that, if h is a real function (what is natural for the system
(11)-(16)) any of the relations (36)-(37) implies (34) and (35). The reason to write
two equalities consists in the fact that the method, which we will use to solve
the problem of moments does not guarantees a priori that the function h is real.
However, if we are able to construct a complex function v satisfying (38) then, the
real part of v would satisfy (34), (35). Indeed, it suffices to note that (37) may be
written as ∫ T

0

κke
iλkt h(t)dt = u1,k − iλku0,k para k > 0,

from which we obtain, after adding this equality to the first one,
∫ T

0

κke
iλkt

h(t) + h(t)

2
dt = u1,k − iλku0,k para k > 0.

This means, that the real function

ĥ(t) =
h(t) + h(t)

2

satisfies (34) and (35).
As a consequence of the Proposition II.7 the following characterization of the

spectral controllability of the system (11)-(16) is obtained:

Proposition II.8. The system (I.11)-(I.16) is spectrally controllable in time
T if, and only if, there exists a sequence (vk)k∈Z∗ biorthogonal to

(
κ|k|e

iλkt
)
k∈Z∗

en L2(0, T ).

Proof. The fact that the existence of a sequence biorthogonal to
(
κ|k|e

iλkt
)
k∈Z∗

in L2(0, T ) implies the spectral controllability is immediate: the problem of mo-
ments (38) would have a solution for any finite sequence (u0,n), (u1.n) and then, in
view of Proposition II.7, all the initial states from Z × Z would be controllable in
time T .

To see that this condition is also necessary, we assume that the system (I.11)-
(I.16) is spectrally controllable and construct a sequence biorthogonal to

(
κ|k|e

iλkt
)
k∈Z∗

in L2(0, T ).
For every m ∈ N, let gm, hm ∈ L2(0, T ) be the controls that correspond to the

initial states (θ̄m, 0̄) and (0̄, θ̄m), respectively. In such case, according to Proposition
II.7, we have the equalities

∫ T

0

κke
iλkt hm(t)dt = δm|k|,

∫ T

0

κke
iλkt gm(t)dt = −iλkδm|k|,

for m ∈ N, k ∈ Z∗.
Let us define the functions

(39) vm =
1

2

(
h|m| +

i

λ|m|
g|m|

)
, m ∈ Z∗.
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We will have
∫ T

0

κke
iλkt vm(t)dt =

1

2

∫ T

0

κke
iλkt h|m|(t)dt+

i

2λm

∫ T

0

κke
iλkt g|m|(t)dt

=
1

2
δ
|m|
|k| +

λk
2λ|m|

δ
|m|
|k| = δmk .

This means that the sequence (vm)m∈Z∗ is biorthogonal to
(
κ|k|e

iλkt
)
k∈Z∗

. �

If we know subspaces of controllable initial states for system (11)-(16), then it is
possible to give more precise information on the biorthogonal sequence constructed
in Proposition II.8:

Proposition II.9. If the subspace Wr of initial states for the system (I.11)-
(I.16) is controllable in time T then there exists a sequence (vk)k∈Z∗ biorthogonal
to
(
κ|k|e

iλkt
)
k∈Z∗

in L2(0, T ), which satisfies

||vk||L2(0,T ) ≤ Cλr−1
k , k ∈ Z∗,

where C is a positive constant independent of k.

Proof. If the subspace Wr is controllable in time T , there exists a constant
C > 0 such that

∫ T

0

|∂nφ1(t,v1)|2dt ≥ C||(φ̄0,φ̄1)||V 1−r×V −r .

Then, in view of Corollary II.1, for every (ū0, ū1) there exists h ∈ L2(0, T ) such
that

||h||L2(0,T ) ≤ C|| (ū0, ū1) ||W r .

Thus, the functions gm, hm constructed in Proposition II.8 satisfy

||gm||L2(0,T ) ≤ Cλrm, ||hm||L2(0,T ) ≤ Cλr−1
m .

Then, from (39) it holds

||vm||L2(0,T ) ≤ Cλr−1
m .

Now it suffices to recall that the sequence (vm)m∈Z∗ is biorthogonal to
(
κ|k|e

iλkt
)
k∈Z∗

.

�

Remark II.9. If we perform the change of variable t → t − T
2 we obtain that

the assertions of the propositions II.8 and II.9 remain to be valid if we replace the
space L2(0, T ) by L2(−T

2 ,
T
2 ).

Remark II.10. The numbers κk = ∂nθ
1
k(v1) have a direct incidence in the

spectral controllability of the system (I.11)-(I.16). If κk = 0 for some k then, from
(34), (35) it follows that the initial state (ū0, ū1) is controllable only if u0,k = u1,k =
0, that is, if ū0 and ū1 are orthogonal to θ̄k. In this case, the space of controllable
initial states is not dense in H × V ′. Consequently, the condition κk 6= 0 for every
k ∈ N is necessary for the approximate controllability (and in particular for the
spectral) of the system (I.11)-(I.16).

For the sequence (|κk|) an upper bound is easily obtained. If we consider the
solutions

φ̄(t, x) = cosλkt θ̄k(x), k ∈ N,
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of the homogeneous system (I.17)-(I.21) and apply the inequality (I.28) it holds

|κk|2
∫ T

0

|cosλkt|2 dt =

∫ T

0

∣∣φ1
k,x(t,v1)

∣∣2 dt ≤ CEφ̄ = Cλ2
k.

In an analogous way, taking φ̄(t, x) = sinλkt θ̄k(x) we will have

|κk|2
∫ T

0

|sinλkt|2 dt =

∫ T

0

∣∣φ1
k,x(t,v1)

∣∣2 dt ≤ CEφ̄ = Cλ2
k.

From these two inequalities we see that the sequence κk satisfies

(40) |κk| ≤ Cλk, k ∈ N.

4. Riesz bases and Ingham-type inequalities

In this section we describe the technique for the proof of observability inequal-
ities based on a theorem recently proved by Baiocchi, Komornik and Loreti in [10]
and Avdonin and Moran in [5], which provides a Riesz basis of L2(0, T ) formed
by finite linear combinations of complex exponentials (eiλnt). From this result, we
obtain in II.7 a useful consequence: if we prove an Ingham-type inequality for the
sequence (λn), then a similar inequality is true for the sequence (λsn) with s > 1.

4.1. Riesz bases. In general, if H is a separable Hilbert space, the sequence
(an) ⊂ H is called Riesz basis of the closure of its linear span if there exists con-
stants c1, c2 > 0 such that the following inequality is verified

c1||γ̄||l2 ≤ ||
∑

n∈Z

γnan||H ≤ c2||γ̄||l2 ,

for every finite sequence of complex numbers such that γ̄ = (γn). In particular, if
the sequence (an) is complete in H it is called Riesz basis4 of H.

Thus, to prove observability inequalities (20) it would be very useful to have
the information on the fact that the sequence (eiλnt) forms a Riesz basis of L2(0, T ).

Let us observe that, essentially, the technique derived from the use of Riesz
bases coincides with the method of moments, since a theorem due to Bari [12]
asserts that the inequality

c1||γ̄||l2 ≤ ||
∑

n∈Z

γnan||H

is equivalent to the fact that the problem of moments (24) has a solution for any
(mn) ∈ l2.

4.2. Generalized Ingham theorems. An important theorem due to Ingham
[38] asserts that the sequence (eiλnt) forms a Riesz basis of the closure of its linear
span in L2(0, T ) if the sequence (λn) satisfies the separation condition

(41) λn+1 − λn ≥ γ > 0,

with γ > 2π
T

.
A stronger version of this result was given by Beurling in [16]: if the sequence

(λn) satisfies the condition (41), then (eiλnt) forms a Riesz basis in the closure of
its linear span in L2(0, T ) for every T satisfying

T > 2πD+(λn),

4An equivalent definition is that (an) is the image of an orthonormal basis of H by a contin-
uous bijection. In [81] the reader may find more information on this topic.
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where D+(λn) is the upper density of the sequence (λn):

D+(λn) := lim
n→∞

n+(r, (λn))

r
,

with n+(r, (λn)) being the maximum number of elements of (λn) contained in an
interval of length r.

The inequality corresponding to this assertion

(I) C1 ‖c̄‖2
l2 ≤

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≤ C2 ‖c̄‖2
l2 ,

is known as Ingham inequality. This inequality has been an extremely useful tool
in the study of the control problems.

In several concrete problems, however, the separation condition (41) is not
verified. This is the case, for example, of the networks of strings (see Proposition
III.7). That is why a lot of work has been devoted to obtaining inequalities similar
to (I), more precisely, of the type

(IB)

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≥ C ‖Bc̄‖2
l2 ,

where B : l2 → l2 is a continuous operator, usually with a simple structure, when
the elements of the sequence (λn) may get close. We refer to the works [20], [21],
[41], [40], [5], [8], [9], [10] for further information.

Let us observe that an inequality of type (IB) guarantees that the problem of
moments has a solution for every c̄, which belongs to the image of the adjoint of
B. This subspace is necessarily smaller than l2 if the sequence (λn) does not satisfy
the separation condition (41), since otherwise B would have a bounded inverse,
what would lead to the Ingham inequality, which is not true in the case of lack of
separation.

The most complete result in this direction was simultaneously obtained by
Baiocchi, Komornik and Loreti in [8], [9], [10] and Avdonin and Moran in [5].
In their papers an inequality like (IB) is proved for increasing sequences of real
numbers (λn) with the following generalized separation property:

There exist δ > 0 and a natural number M such that

(42) λn+M − λn ≥Mδ

for every n ∈ Z.
This means that there may be at most M consecutive elements of the sequence

(λn) that are close; in a larger number there must be some separation.

Remark II.11. The separation property (42) may be described in an equivalent
way in terms of the upper density of the sequence (λn). It turns out that, if T >
2πD+(λn) then there exist δ > 2π

T
and M ∈ N such that (λn) satisfies the separation

condition (42). The details of the proof may be found in [10].

In order to state the main result of the papers mentioned above and to describe
how the operator B corresponding to this result is constructed, we need some
preliminary elements.

Let us fix a sequence (λn) satisfying the separation condition (42). We will say
that two integer numbers n,m are equivalent if |λn − λm| < |n−m| δ. This is an
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equivalence relation in Z. Let us denote by Λk, k ∈ Z, the equivalence classes of Z
with respect to the defined relation. Obviously, every Λk is formed by consecutive
numbers and contains d(k) ≤ M elements. We denote by n(k) the smaller of the
elements of Λk. Besides, we assume that the numbering of the classes has been
chosen so that n(k + 1) − 1 ∈ Λk, that is, n(k + 1) = n(k) + d(k).

For every m ∈ N we pick k such that m ∈ Λk and define the function

fm(t) =

m∑

j=n(k)

eiλjt

πj,m
,

where πj,m is the product of all the differences λm − λj with n(k) ≤ j < m if
n(k) < m and πn(k),n(k) = 1. These functions are called divided differences of the

family (eiλnt), see [39], p. 246 or [79].

Theorem II.4 (Baiocchi et al. [10], Avdonin-Moran [5]). For all the values
of δ > 0, M ∈ N and T > 2π

δ
if (λn) satisfies the separation condition (42), then

the sequence (fn) forms a Riesz basis in the closure of its linear span in L2(0, T ).

The following result is also proved in [5]. It allows to clarify what happens
when the value of T is not sufficiently large.

Theorem II.5. If the sequence (λn) satisfies the separation condition (42) and
T < 2πD+ then there exists a proper subsequence (n̂) ⊂ Z such that (fn̂) forms a
Riesz basis in L2(0, T ).

As a consequence, after applying Theorem III.3.10(e) from [2], it holds

Corollary II.4. If the sequence (λn) satisfies the condition D+(λn) < ∞
then, for every T < 2πD+(λn), there exist complex numbers cn, not all of then
equal to zero , such that

∑

n∈Z

|cn|2 <∞,
∑

n∈Z

cne
iλnt = 0 en L2(0, T ).

In what follows, we write the result of Theorem II.4 as an equivalent inequality
of type (IB).

Let ēn, n ∈ Z, be the canonical basis of l2 and consider the subspaces

Lk = spann∈Λk
(ēn) .

Each subspace Lk has finite dimension d(k) ≤M. Then, l2 is decomposed as

l2 =
⊕

k∈Z

Lk.

Let m ∈ N. For every h̄ = (h1, ..., hm) ∈ Rm, we define the operators Am(h̄) :
Rm → Rm by Am(h̄)x̄ = Am(h̄)x̄, where Am(h̄) is the matrix with components

(43) Am,ij(h̄) =





∏′j

k=1
(hi − hk)

−1 if i ≤ j,

1 if i = j = 1,
0 if i > j.

where the symbol ′ in the product sign indicates that the factor corresponding to
k = i has been excluded.
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These matrices are invertible if all the numbers hj are pairwise distinct. Now
we take

Bk =
(
Ad(k)(λn(k), ..., λn(k)+d(k)−1)

)−1

.

Finally, the operator B is defined for v̄ =
∑

k∈Z v̄k as

Bv̄ =
∑

k∈Z

Bkv̄k,

where v̄k is the projection of v̄ over Lk. This is the operator that appears in the
inequality (IB) corresponding to the assertion of Theorem II.4.

Theorem II.6. For all δ > 0, M ∈ N and T > 2π
δ

, there exist constants
C1, C2 > 0 such that, if the sequence (λn) satisfies the separation condition (42)
then

(IB) C1 ‖Bc̄‖2
l2 ≥

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≥ C2 ‖Bc̄‖2
l2 ,

for every finite sequence c̄.

We should remark that the operator B has a structure that makes it easy to
obtain information from the inequality (IB). According to its definition we have

‖Bc̄‖2
l2 =

∑

k∈Z

‖Bk c̄k‖2
l2 =

∑

k∈Z

∥∥∥∥
(
Ad(k)(λn(k), ..., λn(k)+d(k)−1)

)−1

c̄k

∥∥∥∥
2

l2

≥
∑

k∈Z

γ2
k ‖c̄k‖2

l2 ,

where

γk =
∥∥∥
(
Ad(k)(λn(k), ..., λn(k)+d(k)−1)

)∥∥∥
−1

.

Taking into account that

‖c̄k‖2
l2 =

n(k)+d(k)−1∑

n=n(k)

|cn|2 ,

from the inequality (42) it holds

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≥ C2

∑

k∈Z

γ2
k

n(k)+d(k)−1∑

n=n(k)

|cn|2 .

It simply says that it is sufficient to choose weights γ2
k in the coefficients corre-

sponding to n ∈ Λk. Thus, we have obtained

Corollary II.5. If the strictly increasing sequence (λn) satisfies the separation
condition (42) or equivalently, D+(λn) < ∞ then, for every T > 2πD+(λn) there
exists positive numbers γn, such that

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≥
∑

n∈Z

γ2
n |cn|2 ,

for every finite sequence (cn).
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It is possible to make more precise estimations of
∥∥∥A−1

d(k)c̄k

∥∥∥
2

l2
leading to in-

equalities with weights, which vary inside of every group Λk. It depends on the
particular structure of the operator Am, and of course, of the sequence (λn).

4.3. A new inequality. The following result turns to be very useful for the
identification of subspaces of controllable initial states for the Schrödinger and
beams equations if we know subspaces of controllable initial states for the system
(11)-(16). This result will be used in Chapter VII.

Theorem II.7. Let (λn) be an increasing sequence of positive numbers with
upper density D+(λn) < ∞. Assume that there exist constants C > 0 and α < 0
such that the inequality

(44)

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈Z

λ2α
n c2n,

is verified for every finite sequence c̄. Then, for all τ > 0 and s > 1, there exists a
constant C1 > 0 such that

∫ τ

0

∣∣∣∣∣
∑

n∈Z

cne
iλs

nt

∣∣∣∣∣

2

dt ≥ C1

∑

n∈Z

λ2α
n c2n,

for every finite sequence c̄.

The proof of this assertion is based on Theorem II.6. We will need the following
technical results.

Proposition II.10. Let K : Rm → Rm be a linear operator defined by the
matrix A=(aij) . If ‖A‖ is the norm of A considered as a linear operator from
l2 (Rm) to l2 (Rm) then

max
i,j=1,...,m

|aij | ≤ ‖A‖ ≤ √
m max
i,j=1,...,m

|aij | .

This fact is easily proved with the aid of Schur’s Lemma or directly using the
Cauchy-Schwarz inequality (see, e.g., [36], Theorem 3.4.7).

Proposition II.11. Let Am(h̄) : Rm → Rm be defined by (43) and assume
that 1 < h1 ≤ h2 ≤ · · · ≤ hm. If h̄s = (hs1, ..., h

s
m) (h̄s is formed by the s-powers of

the components of h̄). Then, for every s > 1,

(45)
∥∥Am(h̄s)

∥∥ ≤ √
m
∥∥Am(h̄)

∥∥ .
Proof. Let us observe that

∣∣hsi − hsj
∣∣ ≥ s |hi − hj |hs−1

1

and thus, from the definition of Am,ij(h̄
s) we obtain

∣∣Am,ij(h̄
s)
∣∣ ≤

∣∣Am,ij(h̄)
∣∣ h(s−1)(j−1)

1 s(j−1).

Now, using Proposition II.10,
∥∥Am(h̄s)

∥∥ ≤ √
m max
i,j=1,...,m

∣∣Am,ij(h̄
s)
∣∣ ≤ √

m max
i,j=1,...,m

∣∣Am,ij(h̄)
∣∣h(s−1)(j−1)

1 s(j−1)

≤ √
m max
i,j=1,...,m

∣∣Am,ij(h̄)
∣∣ max
j=1,...,m

h
(s−1)(1−j)
1 s(1−j).
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Taking into account that h1 > 1 it follows

max
j=1,...,m

h
(s−1)(1−j)
1 s(1−j) = 1

and then ∥∥Am(h̄s)
∥∥ ≤ √

m max
i,j=1,...,m

∣∣Am,ij(h̄)
∣∣ .

Applying once again Proposition II.10, inequality (45) is obtained. �

Proof of Theorem II.7. Let us choose δ < 1
D+ and T > 2π

δ
. According to

II.6, there exists a constant C1 > 0 such that

C1 ‖Bc̄‖2
l2 ≥

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

.

In account of the hypothesis (44) of the lemma and the fact

‖Bc̄‖2
l2 =

∑

k∈Z

∥∥∥∥
(
Ad(k)(λn(k), ..., λn(k)+d(k)−1)

)−1

c̄k

∥∥∥∥
2

l2
,

we obtain ∥∥∥∥
(
Ad(k)(λn(k), ..., λn(k)+d(k)−1)

)−1

c̄k

∥∥∥∥
2

l2
≥ C

∑

n∈Λk

λ2α
n c2n,

for all c̄k ∈ Rd(k). Since the sequence (λn) is increasing, this inequality implies
∥∥∥∥
(
Ad(k)(λn(k), ..., λn(k)+d(k)−1)

)−1

c̄k

∥∥∥∥
2

l2
≥ Cλ2α

n(k)+d(k)−1

∑

n∈Λk

c2n.

Thus, we can conclude that∥∥∥Ad(k)(λn(k), ..., λn(k)+d(k)−1)
∥∥∥ ≤ Cλ−αn(k)+d(k)−1.

Now, Proposition II.11 allows us to ensure that

(46)
∥∥∥Ad(k)(λ

s
n(k), ..., λ

s
n(k)+d(k)−1)

∥∥∥ ≤ Cλ−αn(k)+d(k)−1.

Let τ > 0 and choose n0 such that δ′ := δsλs−1
n0

> 2π
τ

. Then, for every n ≥ n0

it holds
λsn+M − λsn > s

(
λn+M − λn

)
λs−1
n ≥Mδsλs−1

n = Mδ′.

In particular, every set of the partition (Λsk) of Z, defined for the sequence (λsn) for
the value δ′, which contains and element n ≥ n0, will be contained in one of the
sets Λk.

Once again from Theorem II.6 we obtain that for every finite sequence c̄,

(47)

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλs

nt

∣∣∣∣∣

2

dt ≥ C2 ‖Bsc̄‖2
l2 .

Here, the operator Bs corresponds to the sequence (λsn) and to δ′, that is, to the
partition (Λsk).

It is possible to prove (see Lemma 3.1 in [10]) that, if Bδ and Bδ
′ are the

operators defined by (43) for the partitions generated by δ and δ′, respectively,
then there exist constants d1, d2 > 0, depending only on δ and δ′, such that

d1 ‖Bδ c̄‖2
l2 ≤

∥∥Bδ
′ c̄
∥∥2

l2
≤ d2 ‖Bδ c̄‖2

l2 ,
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for every finite sequence c̄.
Thus, we may assume that the operator Bs has been constructed for the par-

tition (Λk).
Now it suffices to note that

‖Bsc̄‖2
l2 ≥

∑

k∈Z

(∥∥∥Ad(k)(λn(k), ..., λn(k)+d(k)−1)
∥∥∥
−1

l2

)2

‖c̄k‖2
l2

and to use the inequality (46) to conclude that

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλs

nt

∣∣∣∣∣

2

dt ≥ C2

∑

k∈Z

λ2α
n(k)+d(k)−1 ‖c̄k‖2

l2 .

Finally, let us observe that there exists a constant C > 0 such that for every n
satisfying n(k) ≤ n ≤ n(k) + d(k) − 1, it holds

λn(k)+d(k)−1 ≤ Cλn.

This concludes the proof. �





CHAPTER III

The three string network

This chapter is devoted to the study of the control problem for the simplest of
non trivial networks of strings1: the three string network. This chapter has mainly
a didactic intension. The most of the results presented here will be generalized
later in Chapter IV for the case of networks supported by tree-shaped graphs.
However, the generality of the problem in that case, involves complex notations,
unavoidable if the take into account the need of referring in a precise sense to each
of the multiple elements, which form a network. This cause the methods we use,
which are essentially simple, to appear hidden behind the notations. That is why
we have try to describe the fundamental ideas in a simple context, paying attention
in those aspects that will allow to extend the technique to the general framework
of tree-shaped networks.

1. The three string network with two controlled nodes

1.1. Equations of the motion of the network. Let T , ℓ0, ℓ1, ℓ2 be positive
numbers. We consider the following non-homogeneous system

(1)





uitt − uixx = 0 in R×[0, ℓi] i = 0, 1, 2,

u0(t, 0) = u1(t, 0) = u2(t, 0) t ∈ R

u0
x(t, 0) + u1

x(t, 0) + u2
x(t, 0) = 0 t ∈ R

ui(t, ℓ0) = vi(t), u2(t, ℓi) = 0 t ∈ R i = 0, 1,

ui(0, x) = ui0(x), uit(0, x) = ui1(x) x ∈ [0, ℓi] i = 0, 1, 2.

which models the vibrations of a network formed by three elastic strings e0, e1, e2

with lengths ℓ0, ℓ1, ℓ2 coupled at one of their extremes. The functions ui = ui(t, x) :
[0, ℓi] → R, i = 0, 1, 2, represent the transversal displacement of the strings. On the
free nodes of the strings e0 and e1 some external controls v0 and v1 act to regulate
the motion of those points. Let us observe that in (1), the parametrization of the
strings has been chosen so that the points x = 0 correspond to the common node,
while x = ℓi, to the exterior node of the string ei.

Sea T > 0. According to the general results described in Chapter I, the homo-
geneous system (1) (v0 = v1 = 0)

(2)





φitt − φixx = 0 in R×[0, ℓi] i = 0, 1, 2,

φ0(t, 0) = φ1(t, 0) = φ2(t, 0) t ∈ R

φ0
x(t, 0) + φ1

x(t, 0) + φ2
x(t, 0) = 0 t ∈ R

φi(t, ℓ0) = 0 t ∈ R i = 0, 1, 2,

φi(0, x) = φi0(x), φit(0, x) = φi1(x) x ∈ [0, ℓi] i = 0, 1, 2,

1With this, we want to indicate that it is the simplest of those networks, which are not
reduced to a single string.

39



40 III. THE THREE STRING NETWORK

•

•

••

ℓ2

ℓ1ℓ0

(nodo no controlado)

v1
v0

Figure 1. The three string network with two controlled nodes

has a unique solution φ̄ with initial state (φ̄0, φ̄1) ∈ V ×H satisfying

(3) φ̄ ∈ C([0, T ] : V )
⋂
C1([0, T ] : H).

This solution is expressed in terms of the Fourier coefficients (φ0,n), (φ1,n) of the

initial data in the orthonormal basis (θ̄n) formed by the eigenfunctions of the elliptic
operator −∆G associated to (1) by the formula

(4) φ̄(t, x) =
∑

n∈N

(φ0,n cosλnt+
φ1,n

λn
sinλnt)θ̄n(x).

The energy of φ̄ is constant in time; it may be computed by the relation

(5) Eφ̄ =
∑

n∈N

(µnφ
2
0,n + φ2

1,n).

For the non-homogeneous system, for every v0, v1 ∈ L2(0, T ), there exists a
solution of (31), defined by transposition that satisfies

ū ∈ C([0, T ] : H)
⋂
C1([0, T ] : V ′),

which will be the unique solution of (1) having the latter property.

1.2. The control problem for the three string network. The control
problem in time T for the three string network defined by system (1) consists in
characterizing the initial states (ū0, ū1) ∈ H × V ′ of the network for which there
exist controls v0, v1 ∈ L2(0, T ) such that the corresponding solution of (1) satisfies

ū(T ) = ūt(T ) = 0̄.

The control of a three string network from two exterior nodes satisfies the
hypotheses of Theorem I.1. In this case it holds

Theorem III.1. The system (1) is exactly controllable in time T ∗ = 2(ℓ2 +
max{ℓ0, ℓ1}).

Proof. Let us assume that ℓ0 > ℓ1, such that T ∗ = 2(ℓ0 + ℓ2). In view of
Proposition I.1, the initial state (ū0, ū1) ∈ H × V ′ is controllable in time T with
controls v0, v1 ∈ L2(0, T ) if, and only if,

∫ T∗

0

φ0
x(t, ℓ0)v

0(t)dt+

∫ T∗

0

φ1
x(t, ℓ1)v

1(t)dt = 〈ū0, φ̄1〉H − 〈ū1, φ̄0〉V ′×V ,
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for every solution φ̄ of the system (2) with initial state (φ̄0, φ̄1) ∈ Z ×Z. Corollary
II.3 of Theorem II.1 allows us to ensure that the system (1) is exactly controllable
in time T if, and only if, there exists a constant C > 0 such that

(6)

∫ T∗

0

|φ0
x(t, ℓ0)|2dt+

∫ T∗

0

|φ1
x(t, ℓ1)|2dt ≥ CEφ̄,

for every solution φ̄ of the homogeneous system (2) with initial state in Z × Z.
In order to prove the inequality (6), it suffices to find t̂ ∈ R such that

(7)

∫ 2(ℓ0+ℓ2)

0

(∣∣φ0
x(t, ℓ1)

∣∣2 +
∣∣φ1
x(t, ℓ2)

∣∣2
)
dt ≥ CEφi(t̂), i = 0, 1, 2.

Thanks to Proposition II.1 it is immediate for i = 0, 1 (that is, for the components
of the solution corresponding to the controlled strings) if t̂ ∈ [ℓ0, 2ℓ2+ℓ0]. For i = 2
the idea is simple: the D’Alembert formula allows to express

φ0
x(t, 0) = ℓ+0 φ

0
x(t, ℓ0), φ0

t (t, 0) = ℓ−0 φ
0
x(t, ℓ0),(8)

φ1
x(t, 0) = ℓ+1 φ

1
x(t, ℓ1), φ1

t (t, 0) = ℓ−1 φ
1
x(t, ℓ1).(9)

In account of the transmission conditions in the common node

φ2
t (t, 0) = φ1

t (t, 0) = ℓ−1 φ
1
x(t, ℓ1),

φ2
x(t, 0) = −

(
φ0
x(t, 0) + φ1

x(t, 0)
)

=
(
ℓ+0 φ

0
x(t, ℓ0) + ℓ+1 φ

1
x(t, ℓ1)

)
.

Then, according to Proposition II.1,

Eφ2(t̂) ≤
∫ t̂+ℓ2

t̂−ℓ2

(∣∣φ2
t (t, 0)

∣∣2 +
∣∣φ2
x(t, 0)

∣∣2
)
dt

=

∫ t̂+ℓ2

t̂−ℓ2

(∣∣ℓ−1 φ1
x(t, ℓ1)

∣∣2 +
∣∣ℓ+0 φ0

x(t, ℓ0) + ℓ+1 φ
1
x(t, ℓ1)

∣∣2
)
dt.

From this inequality and applying Proposition II.2 we obtain

CEφ2(t̂) ≤
∫ t̂+ℓ2+ℓ1

t̂−ℓ2−ℓ1

∣∣φ1
x(t, ℓ1)

∣∣2 dt+

∫ t̂+ℓ0+ℓ2

t̂−ℓ0−ℓ2

∣∣φ0
x(t, ℓ0)

∣∣2 dt,

and thus, choosing t̂ = ℓ0 + ℓ2, the inequalities (7) will be verified. �

Remark III.1. It is clear that the same procedure would work in the case of a
general tree-shaped network controlled from all of its exterior nodes, except one: it
suffices to apply an induction argument. The application of the D’Alembert formula
and Proposition II.1 allows to estimate the norms

∫ α+ℓ

−α−ℓ

|φx(t, ℓ)|2 dt,
∫ α+ℓ

−α−ℓ

|φt(t, ℓ)|2 dt

of the traces φx and φt in the extreme x = ℓ from the norms
∫ α

−α

|φx(t, 0)|2 dt,
∫ α

−α

|φt(t, 0)|2 dt

of the traces φx and φt in the extreme x = 0. Thus, if we start from the controlled
nodes, when we arrive to an interior node we will have estimates of the traces φx
and φt of all the components that are coupled in that node, except of one of them.
The coupling conditions allows then to obtain estimations for the traces of those
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components, and this would make possible to continue until we reach the string
containing the uncontrolled node.

•

•

•

•• •

•

• •

(nodo no controlado)

v1

v4v3 v5
v2

Figure 2. Tree-shaped network with one uncontrolled node

2. A simpler problem: simultaneous control of two strings

A control problem similar to that of the three string network is the one of the
two strings e1 and e2 of lengths ℓ1 and ℓ2, which are simultaneously controlled from
one of their ends. This problem was implicitly studied in [41]. Later, in [78] and
[7] an essentially complete solution was obtained. The results of [78] are based on
a generalization of the Ingham inequality proved in [41]. This technique, however,
allowed only to guarantee the controllability of the system in a time larger than the
one, which is really necessary. In [7] the method of moments was used; this methods
provided the optimal control time. Here we describe a different solution, based on
completely elementary arguments, which in addition provides more information
than the other mentioned techniques.

The system corresponding to the simultaneous control of two strings is

(10)





uitt − uixx = 0 (t, x) ∈ R×[0, ℓi],

ui(t, ℓi) = 0, ui(t, 0) = v(t) t ∈ R,

ui(0, x) = ui0(x), uit(0, x) = ui1(x) x ∈ [0, ℓi],

for i = 1, 2. In this case simultaneous refers to the fact that the control v applied
to both strings is the same. To this sort of problems, considered for the first time
by Russell in [75], is devoted the chapter 5 of [60].

For every T > 0 the system (10) is well posed for initial states from (ui0, u
i
1) ∈

L2(0, ℓi)×H−1(0, ℓi), i = 1, 2 and v ∈ L2(0, T ): there exists a unique solution that
satisfies

ui ∈ C([0, T ] : L2(0, ℓi)) ∩ C1([0, T ] : H−1(0, ℓi)), i = 1, 2.
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When v ≡ 0 the system (10) becomes

(11)





φitt − φixx = 0 (t, x) ∈ R×[0, ℓi],

φi(t, ℓi) = φi(t, 0) = 0 t ∈ R,

φi(0, x) = φi0(x), φit(0, x) = φi1(x) x ∈ [0, ℓi],

with i = 1, 2. Let us observe that the system (11) is formed by two wave equations
with homogeneous Dirichlet boundary conditions, which are uncoupled. Both equa-
tions are also well posed for (φi0, φ

i
1) ∈ H1

0 (0, ℓi) × L2(0, ℓi) and the corresponding
solutions are expressed by the formula

(12) φi(t, x) =
∑

n∈N

(φi0,n cosσint+
φ1

1,n

σin
sinσint) sinσinx, i = 1, 2,

where (σin) is the sequence formed by the square roots of the eigenvalues of the
string ei:

σin =
nπ

ℓi
, n ∈ N,

and (φi0,n), (φi1,n) are the sequences of the Fourier coefficients of φi0, φ
i
1, respectively,

in the orthonormal basis (sinσinx) of L2(0, ℓi):

φi0(x) =
∑

n∈N

φi0,n sinσinx, φi1(x) =
∑

n∈N

φi1,n sinσinx, i = 1, 2.

The control problem in time T consists in characterizing the initial states(ui0, u
i
1),

i = 1, 2, of the system (10) such that there exists v ∈ L2(0, T ) with the property
that the solutions u1, u2 of (10) satisfy

ui(T, x) = uit(T, x) = 0, i = 1, 2,

for x ∈ [0, ℓi].
Let us observe that, though the system (11) is formed by two uncoupled equa-

tions, the fact that the same control is used generates coupling conditions, similar
to those in the three string network. In fact, if we apply HUM, it turns out that
the observability inequality associated to (10) is

(13)

∫ T

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥
∑

i=1,2

∑

n∈N

(cin)
2((σinφ

i
0,n)

2 + (φi1,n)
2).

If there exists sequences of positive numbers (cin), i = 1, 2 such that (13) is verified

by all the solutions φ1, φ2 of (11) with initial states (φ1
0, φ

1
1) ∈ Z1 × Z1, (φ2

0, φ
2
1) ∈

Z2 × Z2, respectively, then, all the initial states (ui0, u
i
1), i = 1, 2, satisfying

∑

n∈N

1

(cin)2
(ui0,n)

2 +
∑

n∈N

1

(σinc
i
n)

2
(ui1,n)

2 <∞

are controllable in time T .
Our main observability result for the solutions of (11) is
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Theorem III.2. Let T ∗ = 2(ℓ1 + ℓ2). The following inequalities take place
∫ T∗

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥ ℓ1
∑

n∈N

(
sinσ1

nℓ2
)2 (

(σ1
nφ

1
0,n)

2 + (φ1
1,n)

2
)
,

∫ T∗

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥ ℓ2
∑

n∈N

(
sinσ2

nℓ1
)2 (

(σ2
nφ

2
0,n)

2 + (φ2
1,n)

2
)
,

for any solution of (11) with initial states (φi0, φ
i
1) ∈ Zi × Zi.

Proof. We will proved the second inequality; the first one is proved in a similar
way.

Let us observe that, due to the 2ℓ1-periodicity in time of the solutions of (11)
it follows ℓ−1 φ

1
x(t, 0) = 0, where ℓ−1 is the operator defined by (II.7) corresponding

to the number ℓ1. Then, if we apply Proposition II.2 we obtain
∫ T∗

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥
∫ T∗−ℓ1

ℓ1

|ℓ−1 φ1
x(t, 0) + ℓ−1 φ

2
x(t, 0)|2dt

=

∫ T∗−ℓ1

ℓ1

|ℓ−1 φ2
x(t, 0)|2dt.(14)

On the other hand, ψ = ℓ−1 φ
2 is a solution of the equation

ψtt − ψxx = 0

in R × [0, ℓ1] and thus, from Proposition II.1 it results

(15)

∫ T∗−ℓ1

ℓ1

|ψx(t, 0)|2dt ≥ 4Eψ.

Taking into account that ψx(t, 0) = ℓ−1 φ
2
x(t, 0), from (14) and (15) we obtain

(16)

∫ T∗

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥ 4Eℓ−1 φ
2 .

It remains just to calculate the energy Eℓ−1 φ
2 . From the formula (12) we obtain

that

(17) ℓ−1 φ
2(t, x) =

∑

n∈N

(φ2
0,nℓ

−
1 cosσ2

nt+
φ2

1,n

σ2
n

ℓ−1 sinσ2
nt) sinσ2

nx.

In view of the relations

ℓ−1 cosσ2
nt =

1

2

(
cosσ2

n(t+ ℓ1) − cosσ2
n(t− ℓ1)

)
= − sinσ2

nℓ1 sinσ2
nt,

ℓ−1 sinσ2
nt =

1

2

(
sinσ2

n(t+ ℓ1) − sinσ2
n(t− ℓ1)

)
= sinσ2

nℓ1 cosσ2
nt,

the equality (17) becomes

ℓ−1 φ
2(t, x) =

∑

n∈N

sinσ2
nℓ1(

φ2
1,n

σ2
n

ℓ−1 cosσ2
nt− φ2

0,nℓ
−
1 sinσ2

nt) sinσ2
nx.

If we apply formula (I.25) for the energy it follows

Eℓ−1 φ
2 =

ℓ2
4

∑

n∈N

(
sinσ2

nℓ1
)2 (

(σ2
nφ

1
0,n)

2 + (φ2
1,n)

2
)
.
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Thus, it suffices to replace the latter expression in (16) to obtain the inequality
of the theorem. �

2.1. Identification of controllable subspaces. The aim of this subsection
is to identify subspaces of controllable initial data of the system (10) in time T ≥
2(ℓ1 + ℓ2) with the aid of Theorem III.2.

An easily identifiable subspace is that of the finite linear combinations of the
eigenfunctions. It takes place

Proposition III.1. The system (10) is spectrally controllable in some time

T ≥ 2(ℓ1 + ℓ2) if, and only if, the quotient
ℓ1
ℓ2

is an irrational number.

Proof. If
ℓ1
ℓ2

is irrational then the coefficients sinσ1
nℓ2, sinσ2

nℓ1, n ∈ N, ap-

pearing in the inequalities in Proposition III.2 are all different from zero. Indeed,
if sinσ1

nℓ2 = 0 for some n, then there would exist k ∈ N such that

nπ

ℓ1
ℓ2 = kπ,

that is,
ℓ1
ℓ2

=
n

k
∈ Q. Then, the initial states (ui0, u

i
1), i = 1, 2, satisfying

∑

n∈N

1

(sinσ1
nℓ2)

2
(u1

0,n)
2 +

∑

n∈N

1

(σ1
n sinσ1

nℓ2)
2
(u1

1,n)
2 < ∞,(18)

∑

n∈N

1

(sinσ2
nℓ1)

2
(u2

0,n)
2 +

∑

n∈N

1

(σ2
n sinσ2

nℓ1)
2
(u2

1,n)
2 < ∞,(19)

are controllable in time T ≥ 2(ℓ1 + ℓ2).
In particular, the initial states (φ1

0, φ
1
1) ∈ Z1 × Z1, (φ2

0, φ
2
1) ∈ Z2 × Z2 would

be controllable.

Let us see that the condition
ℓ1
ℓ2

/∈ Q is also necessary for the approximate

controllability. If
ℓ1
ℓ2

=
n

k
with n, k ∈ N then, for every p ∈ N the functions

φ1(t, x) = sin
pnπt

ℓ1
sin

pnπx

ℓ1
, φ2(t, x) = − sin

pkπt

ℓ2
sin

pkπx

ℓ2
,

are solutions of (11) and satisfy

φ1
x(t, 0) + φ2

x(t, 0) ≡ 0.

Consequently, the system (10) is not approximately controllable and, in particular,
is not spectrally controllable. �

For the further identification of controllable initial states of the system (10)
with the aid of Theorem III.2 we will need some definitions from Number Theory.
For η ∈ R we denote by |||η||| the distance from η to the set Z:

|||η||| = |min{x ∈ R : η − x ∈ Z}| .
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Proposition III.2. If
ℓ1
ℓ2

is irrational, then all the initial states (u1
0, u

1
1),

(u2
0, u

2
1) satisfying

∑

n∈N

1

|||n ℓ2
ℓ1
|||2

(u1
0,n)

2 +
∑

n∈N

1

n2|||n ℓ2
ℓ1
|||2

(u1
1,n)

2 < ∞,(20)

∑

n∈N

1

|||n ℓ1
ℓ2
|||2

(u2
0,n)

2 +
∑

n∈N

1

n2|||n ℓ1
ℓ2
|||2

(u2
1,n)

2 < ∞,(21)

are controllable in time T ≥ 2(ℓ1 + ℓ2).

Proof. Let us observe that for each x ∈ R

(22) 2|||x
π
||| ≤ |sinx| ≤ π|||x

π
|||

(the proof of this fact may be found in Proposition A.1 in Appendix A).
Then,

2|||nℓ2
ℓ1
||| ≤

∣∣sinσ1
nℓ2
∣∣ ≤ π|||nℓ2

ℓ1
|||, 2|||nℓ1

ℓ2
||| ≤

∣∣sinσ2
nℓ1
∣∣ ≤ π|||nℓ1

ℓ2
|||.

Thus, the relations (20)-(21) are equivalent to (18)-(19). �

Therefore, in order to characterize subspaces of controllable initial states (10)

it suffices to estimate the norms of the sequences |||n ℓ2
ℓ1
|||, |||n ℓ1

ℓ2
|||, n ∈ N.

A natural way of getting additional information is the following: let ρ : R → R+

be an increasing function and define

Ψρ =
{
x ∈ R+ : lim inf

n→∞
|||nx|||ρ(n) > 0

}
.

Then, if
ℓ1
ℓ2
,
ℓ2
ℓ1

∈ Ψρ the inequalities

∑

n∈N

ρ(n)(u1
0,n)2 +

∑

n∈N

ρ(n)

n2
(u1

1,n)
2 < ∞,(23)

∑

n∈N

ρ(n)(u2
0,n)

2 +
∑

n∈N

ρ(n)(u2
1,n)

2 < ∞,(24)

guarantees the controllability of the initial state (u1
0, u

1
1), (u2

0, u
2
1).

However, in such a general setting the problem turns out to be extremely
difficult. That is why we restrict ourselves to the case ρ(x) = xα with α > 0. This
choice is motivated by two reason. The first one is that this choice of ρ leads to the
identification of subspaces of controllable initial states of the form

(ui0, u
i
1) ∈ Ĥα(0, ℓi) × Ĥα−1(0, ℓi),

where

Ĥε(0, ℓi) =

{
u(x) =

∑

n∈N

un sinσinx :
∑

n∈N

n2ε(un)
2 <∞

}
.

Let us note that Ĥε(0, ℓi) is the Sobolev space Hε(0, ℓi) with certain additional

boundary conditions. In particular, Ĥ1(0, ℓi) = H1
0 (0, ℓi) and Ĥ0(0, ℓi) = L2(0, ℓi).

The second reason for this choice of the function ρ is that the problem of
describing the sets

Ψα := Ψxα =
{
x ∈ R+ : lim inf

n→∞
|||nx|||nα > 0

}
,
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is a classical and difficult problem in Number Theory. In [52] and [19] the reader
may find information on this theme. See also Appendix A where we have gathered
the most relevant facts, which will be used in what follows.

Positive results

The following results are known

1) For every α > 0 the sets Ψα have the property: if ξ ∈ Ψα then
1

ξ
∈ Ψα

2) Ψ1 coincides with the set of irrational numbers η ∈ R having a continuous
fraction expansion [a0, a1, ..., an, ...] (see, e.g., [52], p. 6) with bounded
(an). The set Ψ1 is not denumerable and has Lebesgue measure equal to
zero.

3) For every ε > 0 the complementary of the set Ψ1+ε is of measure zero
(see Proposition A.2 in Appendix A). This set is usually denote in the
literature by Bε ⊂ R. As a consequence of the Roth theorem (Theorem
A.2), the set Bε contains all the algebraic irrational numbers, that is, all
those numbers, which are root of polynomials of degree greater than one
with integer coefficients.

As a consequence we obtain

Corollary III.1. a) If ℓ1
ℓ2

∈ Bε then the subspaces of initial states

(ui0, u
i
1) ∈ Ĥ1+ε(0, ℓi) × Ĥε(0, ℓi),

is controllable in any time T ≥ 2(ℓ1 + ℓ2). In particular, if ℓ1
ℓ2

is an algebraic
irrational number, this subspace is controllable for any ε > 0.

b) If ℓ1
ℓ2

admits a bounded expansion in continuous fraction then, the subspace
of initial states

(ui0, u
i
1) ∈ H1

0 (0, ℓi) × L2(0, ℓi),

is controllable in any time T ≥ 2(ℓ1 + ℓ2).

Negative results

We now describe some results that may be obtained as a counterpart to those
provided by Proposition III.2.

Proposition III.3. If there exists a sequence (nk) ⊂ N such that

|||nk
ℓ1
ℓ2
|||ρ(nk) → 0 or |||nk

ℓ2
ℓ1
|||ρ(nk) → 0, k → ∞,

then, there exist initial states (u1
0, u

1
1), (u2

0, u
2
1) satisfying (23)-(24) which are not

controllable in any finite time T .

Proof. Recall that the fact that all the initial states satisfying (23)-(24) are
controllable in time T is equivalent to the fact that the following inequalities are
verified:∫ T

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥ C1

∑

n∈N

1

ρ2(n)

(
(
nπ

ℓ1
φ1

0,n)
2 + (φ1

1,n)
2

)
,(25)

∫ T

0

|φ1
x(t, 0) + φ2

x(t, 0)|2dt ≥ C2

∑

n∈N

1

ρ2(n)

(
(
nπ

ℓ2
φ2

0,n)
2 + (φ2

1,n)
2

)
,(26)
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for any solution of (11) with initial states (φi0, φ
i
1) ∈ Zi × Zi, i = 1, 2.

We assume that

(27) |||nk
ℓ1
ℓ2
|||ρ(nk) → 0

and we will proved that under this assumption the inequality (26) is impossible.
Indeed, from (27) it holds that, for every k ∈ N, there exists mk ∈ N such that

∣∣∣∣nk
ℓ1
ℓ2

−mk

∣∣∣∣ ρ(nk) → 0.

Then,

(28)
∣∣σ2
nk

− σ1
mk

∣∣ ρ(nk) =

∣∣∣∣
πnk
ℓ2

− πmk

ℓ1

∣∣∣∣ ρ(nk) → 0.

On the other hand, after replacing in (26) the solutions

φ1
k(t, x) = cosσ1

mk
t sinσ1

mk
x, φ2

k(t, x) = − cosσ2
nk
t sinσ2

nk
x,

it holds ∫ T

0

|σ1
mk

cosσ1
mk
t− σ2

nk
cosσ2

nk
t|2dt ≥ C2ρ

−2(nk)(σ
2
nk

)2

and then

(29)
∣∣σ2
nk

− σ1
mk

∣∣2 ≥ Cρ−2(nk)

(we have used the inequality
∫ T

0

|x cosxt− y cos yt|2dt ≤ 4|x− y|2x2T,

for y ≥ x ≥ 1, which is easily obtained using, for example, the main value theorem).
Thus, from (29) we obtain

∣∣σ2
nk

− σ1
mk

∣∣ ρ(nk) ≥ C,

what contradicts the property (28) of the sequences (nk) and (mk). �

The first important consequence of Proposition III.3 is based on the Dirichlet
theorem: for all α < 1, ξ ∈ R and ε > 0 there exist an infinite number of values
of n such that |||nξ|||nα < ε (see [19], Section I.5).

Corollary III.2. For all the values ℓ1, ℓ2 of the lengths of the strings and
every α < 1 there exist initial states

(ui0, u
i
1) ∈ Ĥα(0, ℓi) × Ĥα−1(0, ℓi), i = 1, 2,

which are not controllable in any finite time T . In particular, there exist non-
controllable initial states in L2(0, ℓi)×H−1(0, ℓi), that means that the system (10)
is not exactly controllable in any finite time.

The following result of negative character is based on a construction due to
Liouville. Let us consider the series

(30) ξ =
∑

k∈N

10−ak ,
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where (ak) is an increasing sequence of natural numbers. Then, for each p ∈ N,

|ξ10ap −m| = 10ap

∑

k>p

10−ak < 10ap−ap+1 .

Let us assume that ρ : R → R+ is an increasing function. Fix ε > 0 and choose a
sequence (ak) that verifies

10ak−ak+1 <
ε

ρ(10ak)
,

or equivalently,

ak+1 > ak + lg
ρ(10ak)

ε
.

Then, for the natural numbers np = 10ap , p ∈ N, it will be true

|||npξ|||ρ(np) < ε.

Summarizing, it is possible to construct real numbers, which are approximated
by rationals faster than any given order ρ.

From Proposition III.3 it follows

Corollary III.3. For any increasing function ρ : R → R+, it may be found
values of the lengths ℓ1, ℓ2 of the strings such that there exist initial data in the
subspace defined by (23)-(24), which are not controllable in any finite time T . In
other words, the subspace of controllable initial states may be arbitrarily small.

Remark III.2. The numbers of the form (30) are called Liouville’s numbers.
The discovery of such numbers had a transcendental importance in the history of
mathematics: Liouville had been able to prove that, if ξ is an algebraic irrational
number of order p (that is, ξ is a root of a polynomial of degree p with rational
coefficients and there is no polynomials of smaller degree having that property)
then, the inequality

|ξn−m| < 1

np−1

has no solutions m,n ∈ N. Therefore, the numbers defined by (30) are not algebraic.
This fact allowed to show for the first time the existence of non algebraic numbers.

3. The three string network with one controlled node

The rest of this chapter will be devoted to the study of the control problem for
the three string network with a single exterior controlled node. The scheme we will
follow will allow us to deal in Chapter IV the case of general tree-shaped networks.
That is the main reason of the detail study we present here, though it is possible
to reduce the of identifying subspaces of controllable initial states to the analogous
problem for the system of two simultaneously controlled strings already solved in
Section 2 (see also Section 8).

The motion of the network is described by the system

(31)





uitt − uixx = 0 in R×[0, ℓi] i = 0, 1, 2,

u0(t, 0) = u1(t, 0) = u2(t, 0) t ∈ R

u0
x(t, 0) + u1

x(t, 0) + u2
x(t, 0) = 0 t ∈ R

u0(t, ℓ0) = v(t), ui(t, ℓi) = 0 t ∈ R i = 1, 2,

ui(0, x) = ui0(x), uit(0, x) = ui1(x) x ∈ [0, ℓi] i = 0, 1, 2,
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which coincides with (1), except by the fact that now v1 = 0.

•

•

••

ℓ0

ℓ2ℓ1

(uncontrolled node)

Figure 3. The three string network

Let us observe that the homogeneous version of the system (31), that is, when
v = 0, coincides with (2).

From the general results of Chapter I we know that there exists a sequence (cn)
of positive numbers such that

(32)

∫ T

0

|φ0
x(t, ℓ0)|2dt ≥

∑

n∈N

c2n(µnφ
2
0,n + φ2

1,n),

for every solution φ̄ de (2) with initial state (φ̄0, φ̄1) ∈ Z × Z, if, and only if, the
space of initial states (ū0, ū1) verifying

(33)
∑

n∈N

u2
0,n

c2n
<∞,

∑

n∈N

u2
1,n

c2nµn
<∞,

is controllable in time T .
Let us observe that the exact controllability of the system (31) is then equivalent

to the existence of a subsequence (cn) with the property (32) and having and
positive lower bound:

(34) cn ≥ c > 0, n ∈ N.

Unfortunately, that is impossible for the system (2), independently of the lengths
ℓ0, ℓ1, ℓ2 of the strings. In Proposition III.7 we will prove that, for any ℓ0, ℓ1, ℓ2,
there exists a subsequence (nk) ⊂ N such that

lim
k→∞

(λnk+1 − λnk
) = 0.

Then, if the inequality (32) is verified, if we replace the solutions of (2)

φ̄
k
(t, x) =

1

κnk+1
cosλnk+1t θ̄nk+1(x) −

1

κnk

cosλnk
t θ̄nk

(x),

where

κn = θ0n,x(ℓ0),

we would obtain

C

(
λ2
nk+1

κ2
nk+1

+
λ2
nk

κ2
nk

)
≤
∫ T

0

| cosλnk+1t− cosλnk
t|2dt ≤ T 3

3
|λnk+1 − λnk

|2.
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But |κn| ≤ Cλn (see formula (70) in Remark III.4). Consequently, if

cn ≥ c > 0, n ∈ N,

it would exist a constant C > 0 such that

C ≤ |λnk+1 − λnk
|2,

for every k. This contradicts the choice of the subsequence (λnk
).

As a consequence, if a sequence (cn) has the property (32) then, necessarily,

lim inf
n→∞

cn = 0.

Thus, the system (31) is not exactly controllable for any choice of the values of ℓ0,
ℓ1, ℓ2 and T . That is why we concentrate on proving inequalities of type (32) with
coefficients cn (they will be called weights), which do not satisfy the condition (34).

4. An observability inequality

In this section we prove the following property of the solutions of (2)

Theorem III.3. There exists a positive constant C such that every solution φ̄
of (2) with initial data (φ̄0, φ̄1) ∈ V ×H satisfies the inequalities

∫ T∗

0

|φ0
x(t, ℓ0)|2dt ≥ CEℓ−j φ̄

, j = 1, 2,

where T ∗ = 2(ℓ0 + ℓ1 + ℓ2).

In Theorem III.3, ℓ−j φ̄ is the function obtained by applying the operator ℓ−

defined (II.7) for ℓ = ℓj to the solution φ̄ of (2). Due to the linearity of ℓ−j , the

function ℓ−j φ̄ is also a solution of (2). In particular, its energy Eℓ−j φ̄
(t) is conserved

in time.
If we intend to prove an inequality of the type

(35)

∫ T

0

|φ0
x(t, ℓ0)|2dt ≥ CEφ̄,

for the solutions of (2), what is equivalent to prove that for some t̂ ∈ R and
i = 0, 1, 2, ∫ T

0

|φ0
x(t, ℓ0)|2dt ≥ CEφi

(t̂),

it is natural to try to proceed as in Section 1, that is, to apply Proposition II.1 to
estimate the energy of each string. Thanks to Proposition II.1, we will have for
every t̂ ∈ R and i = 1, 2,

Eφi(t̂) ≤ C

(∫
|φix(t, 0)|2dt+

∫
|φit(t, 0)|2dt

)
,

Eφ0(t̂) ≤ C

(∫
|φ0
x(t, ℓ0)|2dt+

∫
|φ0
t (t, ℓ0)|2dt

)
=

∫
|φ0
x(t, ℓ0)|2dt

(we have not written the limit in the integrals, we will come back later to that issue
in detail).
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Thus, if we are able to prove that there exists C > 0 such that, for i = 1, 2,
∫

|φix(t, 0)|2dt ≤ C

∫ T

0

|φ0
x(t, ℓ0)|2dt,(36)

∫
|φit(t, 0)|2dt ≤ C

∫ T

0

|φ0
x(t, ℓ0)|2dt,(37)

we obtain the inequality (35).
The inequality (37) is proved without difficulty for i = 1, 2: in view of the

coupling conditions and the formulas (8) it results

(38) φ1
t (t, 0) = φ2

t (t, 0) = φ0
t (t, 0) = ℓ−0 φ

0
x(t, ℓ0)

and then∫
|φit(t, 0)|2dt =

∫
|ℓ−0 φ0

x(t, ℓ0)|2dt ≤
∫

|φ0
x(t, ℓ0)|2dt, i = 1, 2.

However, the inequalities (36) are more delicate; moreover, they are not true2.

In spite of what happens with φ1
t (., 0), φ2

t (., 0), the traces φ1
x(., 0), φ2

x(., 0) can not be
expressed in a direct way as a function of φ0

x(., ℓ0); for them the coupling condition
in this node allows just to guarantee that

φ1
x(t, 0) + φ2

x(t, 0) = −ℓ+0 φ0
x(t, ℓ0).

Nevertheless, the boundary conditions φ1
x(t, ℓ1) = φ2

x(t, ℓ2) = 0 provide additional
information:

0 = φix(t, ℓ1) = ℓ+i φ
i
t(t, 0) + ℓ−i φ

i
x(t, 0), i = 1, 2,

from where it holds

(39) ℓ−i φ
i
x(t, 0) = −ℓ+i φit(t, 0) = ℓ+i ℓ

−
0 φ

0
x(t, ℓ0), i = 1, 2.

In this way, we arrive to the system of equations

(40)

{
φ1
x(t, 0) + φ2

x(t, 0) = f(t),

ℓ−1 φ
1
x(t, 0) = g1(t), ℓ−2 φ

2
x(t, 0) = g2(t),

which is satisfied by the traces φ1
x(., 0), φ2

x(., 0), where

f(t) = −ℓ+0 φ0
x(t, ℓ0), gi(t) = ℓ+i ℓ

−
0 φ

0
x(t, ℓ0), i = 1, 2.

Let us observe that f , g1, g2 are functions such that their norms in L2 may be
estimated in terms of the norm L2 of φ0

x(., ℓ0) with the help of Proposition II.2.
Then the following question arises: is the information (40) sufficient to prove

the inequality (35), at least with a weaker energy? The answer is yes; the idea is
the following: if we apply, for example, the operator ℓ−1 to the first of the equations
(40) we obtain uncoupled conditions

(41) ℓ−1 φ
1
x(., 0) = g1, ℓ−1 φ

2
x(., 0) = ℓ−1 f − g1.

Due to the linearity of the system (2) and the operators ℓ−1 and ℓ−2 , if φ̄ is a
solution of (2) then the functions ℓ−1 φ̄ and ℓ−2 φ̄ (the operators act in this case over

2If this inequalities were true, it would result that the whole energy space H × V ′ be con-
trollable. This, as we will see later, never happens, independently of the values of the lengths ℓ0,

ℓ1, ℓ2 of the strings.
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the variable t of ū) are also solutions of (2). Besides, the following inequalities take
place

(ℓ−j φ
i)x = ℓ−j φ

i
x, (ℓ−j φ

i)t = ℓ−1 φ
i
t , for i = 0, 1, 2, and j = 1, 2.

Then, if we choose the solution w̄ = ℓ−1 ū of (2) we will have

(wi)x = ℓ−1 φ
i
x, (wi)t = ℓ−1 φ

i
t , for i = 0, 1, 2,

and the relations (41) become

w1
x(., 0) = g1, w2

x(., 0) = ℓ−1 f − g1.

This implies that w1
x(., 0), w2

x(., 0), may be estimated in terms of the L2-norm of
φ0
x(., ℓ0). Of course, the same happens with the traces w1

t (., 0), w2
t (., 0) and w0

x(., ℓ0)
due to the continuity of ℓ−1 (Proposition II.2). With this it may be proved that

∫
|φ0
x(t, ℓ0)|2dt ≥ CEw̄.

Following this simple argument we will prove that

Proposition III.4. There exists a positive constant C such that every solution
φ̄ of (2) with initial data (φ̄0, φ̄1) ∈ V ×H satisfies the inequalities

∫ Tj

0

|φ0
x(t, ℓ0)|2dt ≥ CEℓ−j φ̄

, j = 1, 2,

where3 Tj = 2(ℓ0 + ℓj + max{ℓ1, ℓ2}).
Proof. We have almost already prove this result; we just need to follow care-

fully the integration intervals to obtain the indicated observation time. We will
prove the assertion for i = 1; for i = 2 the proof is, obviously, similar.

Let us observe first that, since w0
t (t, ℓ0) = 0, w0

x(t, ℓ0) = ℓ−1 φ
0
x(t, ℓ0), then, in

view of Proposition II.1, for any t̂ ∈ R, the energy Ew0 of the solution w̄ on the
string e0 satisfies

Ew0(t̂) ≤ C

∫ t̂+ℓ0

t̂−ℓ0

|w0
x(t, ℓ0)|2dt = C

∫ t̂+ℓ0

t̂−ℓ0

|ℓ−1 φ0
x(t, ℓ0)|2dt,

and from Proposition II.2 it follows that, for t̂ ∈ [ℓ0 + ℓ1, T1 − ℓ0 − ℓ1],

(42) Ew0(t̂) ≤ C

∫ t̂+ℓ0+ℓ1

t̂−ℓ0−ℓ1

|φ0
x(t, ℓ0)|2dt ≤ C

∫ T1

0

|φ0
x(t, ℓ0)|2dt.

If we can prove that there exist C > 0 and t̂ ∈ R such that

(43)

∫ t̂−ℓi

t̂−ℓi

|wix(t, 0)|2dt ≤ C

∫ T1

0

|φ0
x(t, ℓ0)|2dt,

(44)

∫ t̂−ℓi

t̂−ℓi

|wit(t, 0)|2dt ≤ C

∫ T1

0

|φ0
x(t, ℓ0)|2dt,

3This result is very close to Theorem III.3 but in a larger observation time. If ℓ1 < ℓ2 the
inequality of the theorem is immediately obtained for j = 1, since T1 = T ∗.
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i = 1, 2, for every solution of (31) with v ≡ 0, then, based on Proposition II.1 we
would obtain

Ewi(t̂) ≤ C

∫ T1

0

|φ0
x(t, ℓ0)|2dt, i = 0, 1, 2

and then, in account of (42),

Ew̄(t̂) = Ew0(t̂) + Ew1(t̂) + Ew2(t̂) ≤ C

∫ T1

0

|φ0
x(t, ℓ0)|2dt.

So, we concentrate ourselves in proving the inequalities (43). As it has been
pointed out above (in the formulas (38)-(39)) we have the equalities

(45) wit(t, 0) = ℓ−i φ
i
t(t, 0) = ℓ−i ℓ

−
0 φ

0
x(t, ℓ0), i = 1, 2,

(46) w1
x(t, 0) = ℓ−1 φ

1
x(t, 0) = −ℓ+1 φ1

t (t, 0), w2
t (t, 0) = w1

t (t, 0) = ℓ−1 ℓ
−
0 φ

0
x(t, ℓ0).

Then, combining (45) with Proposition II.2, we can ensure that, for any t̂ ∈ R,

∫ t̂+ℓ1

t̂−ℓ1

|w1
t (t, 0)|2dt =

∫ t̂+ℓ1

t̂−ℓ1

|ℓ−1 ℓ−0 φ0
x(t, 0)|2dt ≤ C

∫ t̂+ℓ0+2ℓ1

t̂−ℓ0−2ℓ1

|φ0
x(t, ℓ0)|2dt.

In a similar way it is possible to prove the inequalities
∫ t̂+ℓ1

t̂−ℓ1

|w1
x(t, 0)|2dt ≤ C

∫ t̂+ℓ0+2ℓ1

t̂−ℓ0−2ℓ1

|φ0
x(t, ℓ0)|2dt,

∫ t̂+ℓ2

t̂−ℓ2

|w2
t (t, 0)|2dt ≤ C

∫ t̂+ℓ0+ℓ1+ℓ2

t̂−ℓ0−ℓ1−ℓ2

|φ0
x(t, ℓ0)|2dt,(47)

∫ t̂+ℓ2

t̂−ℓ2

|w2
x(t, 0)|2dt ≤ C

∫ t̂+ℓ0+ℓ1+ℓ2

t̂−ℓ0−ℓ1−ℓ2

|φ0
x(t, ℓ0)|2dt.

Now it is easy to see that if we choose t̂ = ℓ0 + ℓ1 + max{ℓ1, ℓ2} in (47) we
obtain4 the inequalities (42), (43). With this the proposition is proved �

Let us assume now that ℓ1 ≤ ℓ2. Then T1 = 2(ℓ0 + ℓ1 + ℓ2) and T2 = 2(ℓ0 +
ℓ1 + ℓ2) ≥ T1. In fact, the value of the observation time T2 may be reduced.

The possibility of choosing an observation time smaller than T2 (T1 already
coincides with T ∗), which allows to obtain the assertion of the theorem from Propo-
sition III.4, is based on a property of generalized periodicity in time of the solutions
of the homogeneous system (2) (see Proposition III.5), which allows that all the
L2-information on the traces φ0

x(t, ℓ0) of these solutions may be obtained in a time
interval of length T ∗. This makes the observation in a larger time superfluous.

We define the operator

Q := ℓ+0 ℓ
−
1 ℓ

−
2 + ℓ−0 ℓ

+
1 ℓ

−
2 + ℓ−0 ℓ

−
1 ℓ

+
2 .

Then,

Proposition III.5. For every solution φ̄ of (2) with initial data (φ̄0, φ̄1) ∈
V ×H it holds

Qφ0
x(t, ℓ0) = 0.

4We have that t̂ ∈ [ℓ0 + ℓ1, T1 − ℓ0 − ℓ1], what is necessary for the inequality (42). This value

of t̂ has been chosen so that the numbers t̂− ℓ0 − 2ℓ1, t̂ + ℓ0 + 2ℓ1, t̂− ℓ0 − ℓ1 − ℓ2, t̂ + ℓ0 + ℓ1 + ℓ2
belong to the interval [0, T1].



4. AN OBSERVABILITY INEQUALITY 55

Proof. From the relations φ0
t (t, 0) = −ℓ−0 φ0

x(t, ℓ0), φ0
x(t, 0) = ℓ+0 φ

0
x(t, ℓ0), we

have that

Qφ0
x(t, ℓ0) = ℓ−1 ℓ

−
2 (ℓ+0 φ

0
x(t, ℓ0)) + (ℓ+1 ℓ

−
2 + ℓ−1 ℓ

+
2 )ℓ−0 φ

0
x(t, ℓ0)

= ℓ−1 ℓ
−
2 φ

0
x(t, 0) − (ℓ+1 ℓ

−
2 + ℓ−1 ℓ

+
2 )φ0

t (t, 0).

We recall now that φ0
t (t, 0) = φ1

t (t, 0) = φ2
t (t, 0)

(48) Qφ0
x(t, ℓ0) = ℓ−1 ℓ

−
2 φ

0
x(t, 0) + ℓ−2 (−ℓ+1 φ1

t (t, 0)) + ℓ−1 (−ℓ+2 φ2
t (t, 0)),

and from the equalities ℓ+1 φ
1
t (t, 0) + ℓ−1 φ

1
x(t, 0) = 0, ℓ+2 φ

2
t (t, 0) + ℓ−2 φ

2
x(t, 0) = 0

(obtained as in the proof of Proposition III.4 from the coupling and boundary
conditions) from (48) it holds

Qφ0
x(t, ℓ0) = ℓ−1 ℓ

−
2 φ

0
x(t, 0) + ℓ−2 ℓ

−
1 φ

1
t (t, 0) + ℓ−1 ℓ

−
2 φ

2
t (t, 0)

= ℓ−1 ℓ
−
2 (φ0

x(t, 0) + φ1
t (t, 0) + φ2

t (t, 0)) = 0.

�

The usefulness of Proposition III.5 in our context relies on the following prop-
erty:

For every T > 0 there exists a constant CT > 0 such that every continuous
function ψ, which is a solution of Qψ ≡ 0, satisfies the inequality

(49)

∫ T

0

|ψ(t)|2dt ≤ CT

∫ T∗

0

|ψ(t)|2dt,

where, as before, T ∗ = 2(ℓ0 + ℓ1 + ℓ2).
This fact, when applied to u0

x(t, ℓ0), give the assertion of Theorem III.3 from
Proposition III.4.

The proof of this property will be given en Chapter IV in more general con-
ditions. Now we restrict ourselves to the particular version corresponding to the
operator Q, which allows to illustrate clearly the idea of the proof in the general
case.

Let us assume that ℓ∗ = min{ℓ0, ℓ1, ℓ2}. If we are able to prove that, for
arbitrary T > 0 and ψ satisfying Qψ ≡ 0,

(50)

∫ T

0

|ψ(t)|2dt ≤ C

∫ T−2ℓ∗

0

|ψ(t)|2dt,

then we can get the proof of the assertion (49), iterating this inequality as many
times as necessary to obtain T − 2nℓ∗ ≤ T ∗.

Let us observe that, according to the definition of Q, the equality Qψ ≡ 0 may
be written as

(ℓ+0 ℓ
−
1 ℓ

−
2 + ℓ−0 ℓ

+
1 ℓ

−
2 + ℓ−0 ℓ

−
1 ℓ

+
2 )ψ ≡ 0

and then, from the definition of the operators ℓ±i results5

3ψ(t+ ℓ0 + ℓ1 + ℓ2) − ψ(t+ ℓ0 + ℓ1 − ℓ2) − ψ(t+ ℓ0 − ℓ1 + ℓ2)−
−ψ(t− ℓ0 − ℓ1 − ℓ2) −−ψ(t− ℓ0 + ℓ1 + ℓ2)−
−ψ(t− ℓ0 + ℓ1 − ℓ2) − ψ(t− ℓ0 − ℓ1 + ℓ2) + 3ψ(t+ ℓ0 + ℓ1 + ℓ2) = 0.

5It is a lengthly, but completely elementary computation.
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Replacing the variable t by t − (ℓ0 + ℓ1 + ℓ2) the previous inequality may be
written as

ψ(t) =
∑

τ∈Γ

cτψ(t− τ ),

where

Γ := {2ℓ0, 2ℓ1, 2ℓ2, 2(ℓ0 + ℓ1), 2(ℓ0 + ℓ2), 2(ℓ1 + ℓ2), 2(ℓ0 + ℓ1 + ℓ2)}
and the coefficients cτ are equal to 1 or − 1

3 . From this, using the Cauchy-Schwarz
inequality,

(51)

∫ T

T∗

|ψ(t)|2dt ≤ C
∑

τ∈Γ

∫ T

T∗

|ψ(t− τ)|2dt = C
∑

τ∈Γ

∫ T−τ

T∗−τ

|ψ(t)|2dt,

for some constant C independent of ψ (in fact, it may be taken C = 55
9 ).

But every τ ∈ Γ satisfies 2ℓ∗ ≤ τ ≤ T ∗, so we have T ∗ − τ ≥ 0 and T − τ ≤
T − 2ℓ∗; and then the following inequality

∫ T−τ

T∗−τ

|ψ(t)|2dt ≤
∫ T−2ℓ∗

0

|ψ(t)|2dt,

which, after being replaced in (51) gives
∫ T

T∗

|ψ(t)|2dt ≤ C
∑

τ∈Γ

∫ T−2ℓ∗

0

|ψ(t)|2dt = 7C

∫ T−2ℓ∗

0

|ψ(t)|2dt.

Finally
∫ T

0

|ψ(t)|2dt =

∫ T∗

0

|ψ(t)|2dt+
∫ T

T∗

|ψ(t)|2dt ≤ C

∫ T−2ℓ∗

0

|ψ(t)|2dt,

which is the inequality (50).
Thus, we have proved the inequality (49) and with this, Theorem III.3 is also

proved.

5. Properties of the sequence of eigenvalues

The relation of the operator Q with the system (2) is not purely technical.
This operator is closely related to the boundary conditions (2), as Proposition III.5
shows. Besides, the operator Q is linked in a direct way to the eigenvalues of −∆G.
Indeed, if we apply Q to the function eiλt, where λ is an arbitrary real number,
since ℓ+eiλt = cosλℓ eiλt and ℓ−eiλt = i sinλℓ eiλt, we obtain

Qeiλt =
(
ℓ+0 ℓ

−
1 ℓ

−
2 + ℓ−0 ℓ

+
1 ℓ

−
2 + ℓ−0 ℓ

−
1 ℓ

+
2

)
eiλt

= − (cosλℓ0 sinλℓ1 sinλℓ2 + sinλℓ0 cosλℓ1 sinλℓ2+

+ sinλℓ0 sinλℓ1 cosλℓ2) e
iλt.

Thus, if we define the function
(52)
q(λ) := −(cosλℓ0 sinλℓ1 sinλℓ2 + sinλℓ0 cosλℓ1 sinλℓ2 + sinλℓ0 sinλℓ1 cosλℓ2),

we arrive to the relation

Qeiλt = q(λ)eiλt.

It takes place
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Proposition III.6. Let λ 6= 0. Then λ2 is an eigenvalue of −∆G if, and only
if, q(λ) = 0.

Proof. The necessity of this condition is immediate: if λ2 is an eigenfunction
with associated eigenfunction θ̄ then the function φ̄(t, x) = eiλtθ̄(x) is a solution of
(2). According to Proposition III.5 we have

0 = Qφ0
x(t, ℓ0) = Qeiλtθ0x(ℓ0) = q(λ)eiλtθ0x(ℓ0).

From this inequality it holds q(λ) = 0 if θ0x(ℓ0) 6= 0. On the other hand, if θ0x(ℓ0) = 0

then the function θ0, which is a solution of a second order ordinary differential
equation satisfies θ0(ℓ0) = θ0x (ℓ0) = 0, and this implies θ0 ≡ 0; in particular,
θ0(0) = 0. From the boundary conditions we have that θ1(0) = θ2(0) = 0. This

means that λ2 is also an eigenvalue of the strings e1 and e2 and therefore,

sinλℓ1 = sinλℓ2 = 0.

If we replace these equalities in (52), we obtain q(λ) = 0.
Now we will see that the condition q(λ) = 0 is also sufficient for λ2 to be an

eigenvalue. It suffices to construct a non-zero eigenfunction θ̄ associated to λ2. We
look for the components of θ̄ in the form:

(53) θi(x) = ai sinλ(x − ℓi), i = 0, 1, 2,

what guarantees that the boundary condition are satisfied θi(ℓi) = 0. The remain-
ing boundary conditions lead to the linear system

a0 sinλℓ0 = a1 sinλℓ1 = a2 sinλℓ2,

a0λ cosλℓ0 + a1λ cosλℓ1 + a2λ cosλℓ2 = 0,

whose determinant coincides with λq(λ). Thus, if q(λ) = 0 we can find numbers
a0, a1, a2, not all of then equal to zero, such that the function θ̄ defined by (53) is
an eigenfunction. �

Remark III.3. The proof of the fact that the condition given in Proposition
III.6 is necessary may be done in a simpler way without using the operator Q,since
the boundary conditions imply that an eigenfunction is necessarily given by (53). If
this eigenfunction does not vanish identically, the determinant of the liner system
is equal to zero. Thus, q(λ) = 0. However, we have used the properties of Q because
this is natural technique we will use in Chapter IV to prove properties related to
more general networks.

An important consequence of Proposition III.6 is that, if we denote by (σn) the
increasing sequence formed by the elements of the set

Σ =
π

ℓ0
N ∪ π

ℓ1
N ∪ π

ℓ2
N,

which are the positive square roots of the eigenvalues of the strings with homoge-
neous Dirichlet boundary conditions and by (λn) the increasing sequence formed by
the positive square roots of the eigenvalues of the network, then, for every n ∈ N,

(54) λn < σn < λn+1 < σn+1.

Indeed, in every interval (σn, σn+1) the function q(λ) may be expressed as

q(λ) = h1(λ)h2(λ),
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where

h1(λ) = sinλℓ0 sinλℓ1 sinλℓ2, h2(λ) = cotλℓ0 + cotλℓ1 + cotλℓ2.

Let us observe that under the hypothesis that all the ratios ℓi
ℓj

(i 6= j) are irrationals,

the numbers λn are the positive zeros of h2(λ), while the numbers σn are the points
where h2(λ) → ±∞. It suffices now to note that on every interval (σn, σn+1) the
function h2(λ) is strictly increasing to conclude that necessarily the numbers σn
and λn alternate, that is, (54) is verified.

The inequalities (54) allow to obtain information on the numbers λn from the
properties of the sequence (σn) .

Let us observe that from (54) we obtain for every n ∈ N,

λn+4 − λn > σn+3 − σn.

But, for every n ∈ N, among the four numbers σn, σn+1, σn+2, σn+3 there are at
least two corresponding to the same string. This implies that for every n, there
exists i = 0, 1, 2 such that

σn+3 − σn >
π

ℓi
.

Consequently, the following generalized separation property is valid

λn+4 − λn > πmin

(
1

ℓ0
,

1

ℓ1
,

1

ℓ2

)
,

for every n ∈ N. This generalized separation property allows to apply the technique
derived from Theorem II.4 in the proof of observability inequalities of the type (32).

On the other hand, if nλ and nσ denote respectively, the counting functions6

of the sequences (λn) and (σn) then

nσ(r) ≤ nλ(r) ≤ nσ(r) + 1.

The function nσ(r) may explicitly computed as the sum of the counting func-

tions of the sequences
(
nπ
ℓ0

)
,
(
nπ
ℓ1

)
and

(
nπ
ℓ2

)
. It holds

nσ(r) = [
rℓ0
π

] + [
rℓ1
π

] + [
rℓ2
π

],

where [η] denotes the integer part of the number η. Therefore, we obtain

(55) r
ℓ0 + ℓ1 + ℓ2

π
− 1 ≤ nλ(r) ≤ 1 + r

ℓ0 + ℓ1 + ℓ2
π

+ 1.

Then, the sequence (λn) has density

D (λn) = lim
r→∞

nλ(r)

r
=
ℓ0 + ℓ1 + ℓ2

π
,

which coincides with the density of the sequence (σn). It is essentially due to this
reason that the time of observation in Theorem III.3 T ∗ = 2(ℓ0+ℓ1+ℓ2) = 2πD (λn)
is optimal.

Besides, the inequality (55) implies that

(56) lim
n→∞

λn
n

=
π

ℓ0 + ℓ1 + ℓ2
.

6The counting function n(r) of the positive sequence (λn) is the number of elements of the
sequence contained on the interval (0, r].
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This shows that the eigenvalues of the network behave asymptotically as the eigen-
values of a single string of length ℓ0 + ℓ1 + ℓ2.

Another important consequence of the inequalities (54) is the following.

Proposition III.7. For any values ℓ0, ℓ1, ℓ2 of the lengths of the strings there
exists a subsequence (nk) ⊂ N such that

lim
k→∞

(λnk+1 − λnk
) = 0.

Proof. According to Dirichlet’s theorem on the simultaneous approximation
of real numbers by rationals (see [19], Section I.5), for every ε > 0 there exists an
infinite number of values of k ∈ N for which there exist natural numbers pk, qk such
that ∣∣∣∣k

ℓ1
ℓ0

− pk

∣∣∣∣ < ε,

∣∣∣∣k
ℓ2
ℓ0

− qk

∣∣∣∣ < ε.

Then

(57)

∣∣∣∣
πk

ℓ0
− πpk

ℓ1

∣∣∣∣ < ε′,

∣∣∣∣
πk

ℓ0
− πqk

ℓ2

∣∣∣∣ < ε′,

where

ε′ = min

{
πε

ℓ1
,
πε

ℓ2

}
.

Let nk ∈ N such that

σnk
= min

{
πk

ℓ0
,
πpk
ℓ1

,
πqk
ℓ2

}
.

Then, from (57) we obtain the inequalities

σnk+2 − σnk
< 2ε′.

But, in view of (54), the latter inequality implies

λnk+1 − λnk
< 2ε′,

for infinite values of de k ∈ N.
Taking into account that ε′ may be chosen arbitrarily small, the assertion of

the proposition is obtained. �

6. Observability of the Fourier coefficients of the initial data

Our aim in this section is to express the inequalities of Theorem III.3 in terms
of the Fourier coefficients of the initial data of the solution φ̄ of (2). To do this, we
should express Eℓ−j φ̄

, j = 1, 2, in terms of those coefficients.

If φ̄0, φ̄1 ∈ Z, that is, if the sequences (φ0,n) and (φ1,n) are finite, then from
the formula (4) it follows

(58) ℓ−j φ̄(x) =
∑

n∈N

(φ0,nℓ
−
j cosλnt+

φ1,n

λn
ℓ−j sinλnt)θ̄n(x).

But we have the relations

ℓ−j cosλnt =
1

2
(cosλn(t+ ℓj) − cosλn(t− ℓj)) = − sinλnℓj sinλnt,

ℓ−j sinλnt =
1

2
(sinλn(t+ ℓj) − sinλn(t− ℓj)) = sinλnℓj cosλnt;
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if we replace them in (58) we obtain

(59) ℓ−j φ̄(x) =
∑

n∈N

sinλnℓj(
φ1,n

λn
cosλnt− φ0,n sinλnt)θ̄n(x).

Using the formula (5) for the energy of ℓ−j φ̄ we arrive to

(60) Eℓ−j φ̄
=
∑

n∈N

sin2 λnℓj(µnφ
2
0,n + φ2

1,n)

and therefore, Theorem III.3 allows us to ensure that there exists a constant C > 0
such that the inequalities

∫ T∗

0

|φ0
x(t, ℓ0)|2dt ≥ C

∑

n∈N

sin2 λnℓj(µnφ
2
0,n + φ2

1,n), j = 1, 2,

are verified for every φ̄0, φ̄1 ∈ Z. Since Z × Z is dense in V ×H , this inequality is
still valid for all φ̄0 ∈ V , φ̄1 ∈ H .

If we denote

(61) cn := max{| sinλnℓ1|, | sinλnℓ2|}
we will have

Theorem III.4. There exists a positive constant C such that every solution φ̄
of (2) with initial state (φ̄0, φ̄1) ∈ V ×H satisfies

∫ T∗

0

|φ0
x(t, ℓ0)|2dt ≥ C

∑

n∈N

c2n(µnφ
2
0,n + φ2

1,n).

7. Study of the weights cn

Theorem III.4 provides a satisfactory result as it allows to ensure the control-
lability of certain subspace of initial data. However, that subspace depends on the
coefficients cn.

Let us observe first that we cannot obtain an inequality like the one given in
Theorem III.4, with non-vanishing coefficients cn not necessarily defined by (61),

when the ratio ℓ1/ℓ2 is an irrational number. Indeed, if
ℓ1
ℓ2

=
p

q
con p, q ∈ Z then,

for every k ∈ Z the function φ̄ = (φ0, φ1, φ2) defined by

φ0 ≡ 0, φ1 = sin
kpπt

ℓ1
sin

kpπx

ℓ1
, φ2 = − sin

kqπt

ℓ2
sin

kqπx

ℓ2
,

is a solution of (2) and satisfies

φ0
x(t, ℓ0) ≡ 0.

This implies that the system is not approximately controllable7. .
In fact this condition is also sufficient.

Proposition III.8. If the ratio ℓ1/ℓ2 is an irrational number, then all the
coefficients cn, n ∈ N, defined by (61), are different from zero.

7Moreover, the unique continuation property fails on a subspace of infinite dimension
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•

•

••

ℓ

ℓ2

ℓ1

(nodo controlado)

Figure 4. A localized vibration when ℓ2
ℓ1

∈ Q.

Proof. It suffices to observe that cn = 0 implies | sinλnℓ1| = | sinλnℓ2| = 0,
and then

λnℓ1 = pπ, λnℓ2 = qπ.

An that is
ℓ1
ℓ2

=
p

q
∈ Q.

�

Summarizing we have obtained the following characterization of the lengths of
the strings for which the system is approximately or spectrally controllable in some
finite time.

Corollary III.4. The following properties of the system of the three string
network are equivalent:

1) The system is spectrally controllable in time T ≥ T ∗;
2) The system is approximately controllable in time T ≥ T ∗;
3) The ratio ℓ1/ℓ2 is an irrational number.

In what follows we will try to find conditions over the values of ℓ0, ℓ1, ℓ2 , which
allows us to ensure that for some α ∈ R all the initial states (ū0, ū1) ∈ Wα are
controllable in time T ∗ = 2(ℓ0 + ℓ1 + ℓ2). More precisely, if we define

Φα =
{
(ℓ0, ℓ1, ℓ2) ∈ R3

+ : W
α ⊂ WT∗

}
,

our aim is to indicate explicit conditions guaranteeing that (ℓ0, ℓ1, ℓ2) ∈ Φα.
If we can prove that for the values ℓ0, ℓ1, ℓ2 of the lengths of the strings there

exists a constant C > 0 such that for every n ∈ N,

(62) cn ≥ Cλ−αn ,

then, as it has been pointed out in Section 3.1, we will have (ℓ0, ℓ1, ℓ2) ∈ Φα.
Let us consider the function

aα(ℓ1, ℓ2, λ) := (| sinλℓ1| + | sinλℓ2|)λα.
It is clear that, if for some values ℓ1, ℓ2 the function aα(ℓ1, ℓ2, λ) has a positive lower
bound:

aα(ℓ1, ℓ2, λ) ≥ a > 0 for all λ ∈ R+,

then, for every ℓ0 ∈ R+, then the inequality (62) holds. Thus, we will be concerned
with the study of the function a.
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It takes place

Proposition III.9. If there exists a constant C > 0 such that |||n ℓ1
ℓ2
||| ≥ Cn−α

for every n ∈ N, then

(63) aα(ℓ1, ℓ2, λ) ≥ a > 0 for every λ ≥ 1.

Proof. Let us assume that the inequality (63) is false. Then there exists a
sequence (λk) such that

(64) aα(ℓ1, ℓ2, λk) = | sinλkℓ1|λ
α
k+| sinλkℓ2|λαk → 0 (k → ∞).

Let us observe that in these conditions λk → ∞. Indeed, if (λk) has a finite
limit point λ∗ ≥ 1 then, from the continuity of aα follows

aα(ℓ1, ℓ2, λ∗) = 0.

Consequently

sinλ∗ℓ1 = sinλ∗ℓ2 = 0,

and this may only happen if
ℓ1
ℓ2

is an rational number. But in such case there exist

values of n ∈ N such that

|||nℓ1
ℓ2
||| = 0,

and this contradicts the hypothesis of the proposition.
From (64) it holds

(65) | sinλkℓ1|λ
α
k → 0, | sinλkℓ2|λ

α
k → 0.

Let us denote for every k ∈ N,

εk := |||ℓ1λk
π

|||, mk :=
ℓ1λk
π

− εk ∈ N,

δk := |||ℓ2λk
π

|||, nk :=
ℓ2λk
π

− δk ∈ N.

Since 0 ≤ εk, δk ≤ 1
2 ,

lim
k→∞

mk

λk
=

1

π
, lim

k→∞

nk
λk

=
1

π
.

In particular, as λk → ∞, the same happens with the sequencesmk and nk. Besides,

πεk ≤ 2| sin εkπ| = | sin(mk + εk)π| = sinλkℓ1,

and thus, from (65) we obtain εkλ
α
k → 0. Analogously, δkλ

α
k → 0.

Then we have

lim
k→∞

(
nk
ℓ1
ℓ2

−mk

)
nαk =

π

ℓ2
lim
k→∞

(
εk
nk
λk

− δk
mk

λk

)
nαk =

1

ℓ2
lim
k→∞

(εkn
α
k − δkn

α
k ) = 0.

From this

|||nk
ℓ1
ℓ2
|||nαk ≤

(
nk
ℓ1
ℓ2

−mk

)
nαk → 0,

what contradicts the fact |||n ℓ1
ℓ2
||| ≥ Cn−α for all n ∈ N. �

The condition provided by Proposition III.9, which implies the inequality (62),
is sufficient for Wα ⊂ WT . Now we will see that this condition is also necessary in
the following sense
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Proposition III.10. If there exists a sequence of natural numbers nk, nk → ∞,
for which

|||nk
ℓ1
ℓ2
|||nαk → 0, as k → ∞,

then there exist values of ℓ0 ∈ R such that for every T > 0, the space Wα is
not contained in WT . That is, there exists initial states in Wα, which are not
controllable.

Proof. It suffices to choose ℓ0 such that

|||nk
ℓ0
ℓ2
|||nαk → 0, as k → ∞.

In fact, let m and m̃ be the closest to nk
ℓ1
ℓ2

and nk
ℓ0
ℓ2

, respectively, natural

numbers. Let (σp) be the sequence defined in page (54) and denote by pk the index
for which

σpk
= min

(
nk

π

ℓ2
,m

π

ℓ1
, m̃

π

ℓ0

)
.

Then we have

|σpk+2 − σpk
|σαpk

→ 0,

and this implies, in view of the inequalities (54),

(66) |λpk+1 − λpk
|λαpk

→ 0.

On the other hand, the fact that all the initial states (ū0, ū1) ∈ Wα are con-
trollable in time T is equivalent to the following inequality being true

∫ T

0

|φ0
x(t, ℓ0)|2dt ≥ C

∑

n∈N

λ2α
n (µnφ

2
0,n + φ2

1,n),

for all solution (2) with (φ̄0, φ̄1) ∈ Z × Z. However, proceeding as in page 34, it
can be easily proved that, due to (66) the latter inequality is impossible. �

As in the case of the simultaneous control of two strings, Proposition III.9
reduces the problem of identifying subspaces of controllable initial states to the
following diophantine approximation problem: given α < 0, determine for which
values of ξ there exists a constant C > 0 such that the inequality

(67) |||nξ||| ≥ Cnα,

is true for each n ∈ N.
In view of the results described in Section 2.1 we obtain:

Corollary III.5. a) If ℓ1
ℓ2

∈ Bε then, the space W1+ε is controllable in any

time T ≥ T ∗. In particular, if ℓ1
ℓ2

is an algebraic irrational number then, W1+ε is
controllable for any ε > 0.

b) If ℓ1
ℓ2

admits a bounded expansion in continuous fraction then the subspace

W1 is controllable in any time T ≥ T ∗.
c) There exist values of the lengths ℓ0, ℓ1, ℓ2 such that no subspace of the form

Wα is controllable in finite time T .
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Remark III.4. As we will see later, the numbers κn = θ0n,x(ℓ0), where θ̄n
are the eigenfunctions of the elliptic problem associated to (2), are relevant for the
control problem when we attempt to prove the observability inequalities in a direct
way.

The eigenfunctions θ̄n may be explicitly expressed in terms of the eigenvalues

θ̄n =




θ0n

θ1n

θ2n


 = γn




sinλn (ℓ0 − x)

sinλnℓ0
sinλn (ℓ1 − x)

sinλnℓ1
sinλn (ℓ2 − x)

sinλnℓ2



,

where

γn =
√

2

{
ℓ0

sin2 λnℓ0
+

ℓ1

sin2 λnℓ1
+

ℓ2

sin2 λnℓ2

}− 1
2

.

Then

κn = −λn
√

2

{
ℓ0 + ℓ1

sin2 λnℓ0

sin2 λnℓ1
+ ℓ2

sin2 λnℓ0

sin2 λnℓ2

}− 1
2

.

A rather rough estimation is

(68) |κn| ≥ λn

√
2

ℓ0 + ℓ1 + ℓ2
|sinλnℓ1 sinλnℓ2| .

Is the lengths ℓ0, ℓ1, ℓ2 satisfy the condition (S)8 then, according to Proposition
A.4 from Appendix A, for ε > 0 there exists a constant Cε > 0 such that

|sinλnℓ1| ≥
Cε

λ1+ε
n

, |sinλnℓ2| ≥
Cε

λ1+ε
n

, n ∈ N,

and with this, from (68) it follows

(69) |κn| ≥
Cε

λ1+ε
n

.

However, with the aid of Theorem III.4 it is possible to establish more precise
estimations under weaker conditions imposed to the lengths. Indeed, it suffices to
apply the inequality of the theorem to the solutions sinλnt θ̄n and cosλnt θ̄n to get

|κn|2
∫ T

0

|cosλnt|2 dt ≥ Cc2nλ
2
n, |κn|2

∫ T

0

|sinλnt|2 dt ≥ Cc2nλ
2
n.

From this we obtain

|κn| ≥ Cλn max{| sinλnℓ1|, | sinλnℓ2|}.
This inequality is obviously more exact than (68). From it we can obtain: If the

ratio ℓ1
ℓ2

belongs to Bε then,

|κn| ≥
C

λεn
.

In spite of the estimation (68), the latter does not impose any restriction over the
ratio ℓ0.

8The numbers ℓ0, ℓ1, ℓ2 are said to satisfy the condition (S) if they are linearly independent

over Q and the ratios ℓi
ℓj

are algebraic numbers. For more details see Appendix A.
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Proceeding a similar way, from the inequality (I.28) we obtain

(70) Cλn ≥ |κn| ,
independently of the values of the lengths.

8. Relation between the simultaneous control of two strings and the
control of the three string network from one exterior node

As the reader has already noted, the conditions on the lengths of the strings
that allow to identify subspaces of controllable initial states, are the same for the
simultaneous control of two strings and for the control of one exterior node of the
three string network. Besides, when these conditions are satisfied, the corresponding
subspaces of controllable initial states coincide, up to the boundary conditions, on
the uncontrolled strings. This in not by chance. The reason is the following:

Theorem III.5. If V is a subspace of controllable initial states in time T for the
system of the simultaneous control of two strings (10) then the subspace (L2(0, ℓ0)×
H−1(0, ℓ0)) × V of initial states for the system of the three string network (31) is
controllable in time T + 2ℓ0.

We need some preliminary elements for the proof of this fact. We consider the
spaces

W0 =
{
(φ̄0, φ̄1) ∈ V ×H : φ0

0(0) = φ1
0(0) = φ2

0(0) = 0
}
,

V0 =
(
H1

0 (0, ℓ1) × L2(0, ℓ1)
)
×
(
H1

0 (0, ℓ2) × L2(0, ℓ2)
)
.

For (φ̄0, φ̄1) ∈ W0 we denote by φ̄ the solution of the homogeneous system

for the three string network (2) with initial state (φ̄0, φ̄1), and by ψ̄ = (0, ψ1, ψ2),
where ψ1, ψ2 are the solutions of the homogeneous system (11) with initial states

(φ1
0, φ

1
1) and (φ2

0, φ
2
1), respectively.

Let us choose T ≥ 2(ℓ0 + ℓ1 + ℓ2) and denote

||(φ̄0, φ̄1)||2E :=

∫ T

0

|φ0
x(t, ℓ0)|2dt,

||(φ̄0, φ̄1)||2S :=

∫ T−ℓ0

ℓ0

|ψ1
x(t, 0) + ψ2

x(t, 0)|2dt.

In view of the results of Proposition III.1 and Corollary III.4, the functions ||.||E
and ||.||S define norms in W0 and V0 respectively, if, and only if,

ℓ1
ℓ2

is an irrational

number.

Proposition III.11. There exists a constant C > 0 such that for every (φ̄0, φ̄1) ∈
W0,

C||(φ̄0, φ̄1)||E ≥ ||(φ0
0, φ

0
1)||H1

0×L
2 + ||(φ̄0, φ̄1)||S .

Proof. Let us observe that, if we apply D’Alembert formulas (II.5)to the

component φ0 we have, in account of the fact that φ0
t (t, ℓ0) ≡ 0,

φ0
x(t, 0) = ℓ−0 φ

0
x(t, ℓ0), φ0

t (t, 0) = −ℓ+0 φ0
x(t, ℓ0).
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Then, from Proposition II.2 we obtain the inequalities
(71)∫ T

0

|φ0
x(t, ℓ0)|2dt ≥

∫ T−ℓ0

ℓ0

|φ0
x(t, 0)|2dt,

∫ T

0

|φ0
x(t, ℓ0)|2dt ≥

∫ T−ℓ0

ℓ0

|φt(t, 0)|2dt.

On the other hand, if Eφ0 is the energy of the component φ0 from Proposition
II.1 it follows,

Eφ0(0) ≤
∫ ℓ0

−ℓ0

|φ0
x(t, ℓ0)|2dt.

And then, from the property (49) (see Proposition III.5)

(72) ||(φ0
0, φ

0
1)||2H1

0×L
2=2Eφ0(0) ≤ C

∫ T

0

|φ0
x(t, ℓ0)|2dt.

Let us observe now that the solution φ̄ may be decomposed as

(73) φ̄ = ψ̄ + ω̄,

were ω̄ = (ω0, ω1, ω2) is the unique solution of the problem

(74)





ωitt − ωixx = 0 in R × [0, ℓi], i = 0, 1, 2,

ωi(t, ℓi) = 0, ωi(t, 0) = φi(t, 0) en R, i = 0, 1, 2,

ω0(0, x) = φ0
0(x), ω0

t (0, x) = φ0
1(x) in [0, ℓ0],

ωi(0, x) = ωit(0, x) = 0, in [0, ℓi], i = 1, 2.

Indeed, for every i = 0, 1, 2, the function

η̄ = φ̄− ψ̄ − ω̄

satisfies 



ηitt − ηixx = 0 in R × [0, ℓi],

ηi(t, 0) = ηi(t, ℓi) = 0 in R,

ηi(0, x) = ηit(0, x) = 0 in [0, ℓi].

Thus, η̄ ≡ 0̄,that is, (73) is verified. In particular,

(75) φix(t, 0) = ψix(t, 0) + ωix(t, 0), i = 0, 1, 2.

In view of the coupling conditions

φ0
x(t, 0) + φ1

x(t, 0) + φ2
x(t, 0) = 0,

from (75) follows

(76) −φ0
x(t, 0) = ψ1

x(t, 0) + ψ2
x(t, 0) + ω1

x(t, 0) + ω2
x(t, 0).

Thus, we have
∫ T−ℓ0

ℓ0

|ψ1
x(t, 0) + ψ2

x(t, 0)|2dt ≤
∫ T−ℓ0

ℓ0

|ψ1
x(t, 0) + ψ2

x(t, 0) + ω1
x(t, 0) + ω2

x(t, 0)|2dt

+

∫ T−ℓ0

ℓ0

|ω1
x(t, 0) + ω2

x(t, 0)|2dt

≤
∫ T−ℓ0

ℓ0

|φ0
x(t, 0)|2dt+

∫ T−ℓ0

ℓ0

|ω1
x(t, 0) + ω2

x(t, 0)|2dt.
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On the other hand, if we apply Lemma 4.2 from [35] to the system (74), we
obtain that there exists a constant C > 0 such that
∫ T−ℓ0

ℓ0

|ω1
x(t, 0) + ω2

x(t, 0)|2dt ≤ C

∫ T−ℓ0

ℓ0

|ω0
t (t, 0)|2dt = C

∫ T−ℓ0

ℓ0

|φ0
t (t, 0)|2dt.

So, we arrive to the inequality
∫ T−ℓ0

ℓ0

|ψ1
x(t, 0) + ψ2

x(t, 0)|2dt ≤
∫ T−ℓ0

ℓ0

|φ0
x(t, 0)|2dt+ C

∫ T−ℓ0

ℓ0

|φ0
t (t, 0)|2dt,

and, in view of (71),

(77)

∫ T−ℓ0

ℓ0

|ψ1
x(t, 0) + ψ2

x(t, 0)|2dt ≤ C

∫ T

0

|φ0
x(t, ℓ0)|2dt.

Finally, combining the inequalities (72) and (77) the assertion of the proposition
is obtained. �

Proposition III.12. Let ḡ ∈ H be a continuous function such that g0(0) 6= 0.
Then, there exists a constant C > 0 such that for every (φ̄0, φ̄1) ∈ W0 and every
λ ∈ R,

C||(φ̄0 + λḡ, φ̄1)||E ≥ ||(φ0
0, φ

0
1)||H1

0×L
2 + ||(φ̄0, φ̄1)||S .

Proof. Let us denote by ϕ̄λ the solution of the system (31) with initial state
(φ̄0 + λḡ, φ̄1). Let us observe that

(78) |λ|2 = |φ0
0(0) + λg0(0)|2 ≤ C||φ0

0 + λg0||2H1 ≤ CEϕ0
λ
(0).

In a way analogous to that followed in the proof of Proposition III.11 it is proved
that

(79) Eϕ0
λ
(0) ≤ C||(φ̄0 + λḡ, φ̄1)||2E .

Then, from the relations (78), (79) we have

||(φ̄0, φ̄1)||E ≤ ||(φ̄0 + λ, φ̄1)||E + |λ|||(ḡ, 0̄)||E ≤ C||(φ̄0 + λḡ, φ̄1)||E
and the assertion holds from Proposition III.11 �

Proof of Theorem III.5. Let us denote by FS and FE the completions of
H and V0 with the norms ||.||E and ||.||S , respectively. In account of the fact that

H = Rḡ + W0,

Proposition III.11 allows us to ensure that
(
H1

0 (0, ℓ0) × L2(0, ℓ0)
)
× FS ⊃ FE .

Then, the spaces of controllable initial states CE = F′
E , CS = F′

S of the systems
(31) and (10) given by HUM satisfy the relation

CE ⊂ (L2(0, ℓ0) ×H−1(0, ℓ0)) × CS .

In particular, if V ⊂ CS then

V ⊂ (L2(0, ℓ0) ×H−1(0, ℓ0)) × V,

and this is the assertion of the theorem. �

Remark III.5. The advantage of this approach is that it provides subspaces of
controllable initial states of the system (31) in which no restriction is imposed on

the regularity of the components φ0
0, φ

0
1, in spite of what is needed in Corollary III.5.
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9. Lack of observability in small time

Due to the finite speed of propagation of the waves along the strings of the
network (equal to one in this case), it is natural to expect that, when the con-
trol time T is small the system is not controllable and by that reason, that and
observability inequality of the type (32) is impossible. This would imply that the
system (31) is not spectrally controllable in that time. It turns out that such lack
of controllability, even approximate, will occur whenever T < T ∗ = 2(ℓ0 + ℓ1 + ℓ2).

For an arbitrary network, the lack of spectral controllability for values of T
smaller than twice its lengths may be proved on the basis of results from the The-
ory on Non Harmonic Fourier Series (concretely, the Beurling-Malliavin theorem)
and the asymptotic properties of the sequence of eigenvalues of the problem (see
Chapter V ). However, for the three string network it is possible to give a com-
pletely elementary proof of this fact based on the explicit construction (shown in

Figure 5)of a solution φ̄ of (2), whose trace φ0
x(., ℓ0) in the observation point van-

ishes during a time T < T ∗. This allows to ensure that the system (31) is not even
approximately controllable. It holds

Theorem III.6. Let T < T ∗. Then, there exist non-zero initial states

(φ̄0, φ̄1) ∈
⋂

α∈R

W
α,

for which the solution φ̄ of (2) satisfies

(80) φ0
x(t, ℓ0) = 0 in [0, T ].

T<To

x

t

0 a a+b

observer

To=2(a+b)

Figure 5. Support of a non-observable solution

In the proof of this theorem we use some technical results. Let T > 0 and
0 < σ < T. We define the operator Iσ : L2(0, T ) → L2(0, T − σ) by the formula

(Iσf)(t) :=

∫ t+σ

t

f(τ)dτ .
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For arbitrary values of σ1, σ2 ∈ (0, T ) the system of functional equations

(81)

{
Iσi
fi = 0 en L2(0, T − σi) i = 1, 2,

f1 + f2 = 0 en L2(0, T ),

admits the trivial solution f1 = f2 = 0. Our aim is to study for which values of T
this is the only solution of (81). The answer is given by the following

Lemma III.1. Let T0 = σ1 + σ2. Then, if T < T0, the system (81) admits
non-trivial solutions fi ∈ C∞([0, T ]), i = 1, 2.

Before proving this lemma let us see how Theorem III.6 may be obtained from
it. It is clear that it is sufficient to prove Theorem III.6 for large values of T so

that we assume T ≥ 2(ℓ0 + ℓ̂), where ℓ̂ is the largest of the numbers ℓ1, ℓ2.

Let f1, f2 be non-zero solutions of(81) for σ1 = 2ℓ1, σ2 = 2ℓ2 and T̃ = T − 2ℓ0.
We define the functions

φi(t, x) =
1

2

∫ t+x

t−x

fi(τ − ℓ0)dτ , i = 1, 2,

for x ∈ [0, ℓi], t ∈ [x+ ℓ0, T − ℓ0 − x]. These functions satisfy

(Si)

{
φixx(t, x) = φitt(t, x)

φi(t, 0) = φi(t, ℓi) = 0, φix(t, 0) = 0,

whenever x ∈ [0, ℓi] and t ∈ [ℓ0 + x, T − ℓ0 − x].

Each of the functions φi may be extended to a solution of (Si), which we will

denote again by φi, defined in the region [ℓ0, T − ℓ0] × [0, ℓ0]. Note that these

functions have been chosen such that φix(t, 0) = fi(t) for t ∈ [ℓ0, T − ℓ0]. Besides,

φ1
x(t, 0) + φ2

x(t, 0) = f1(t) + f2(t) and φ1(t, 0) = φ2(t, 0) = 0,

and then, φ̄ = (φ0 = 0, φ1, φ2) is a solution of (2) defined in the time interval
[ℓ0, T − ℓ0]. Consequently, the unique solution of (2) defined on [0, T ] that coincides
with ū on [ℓ0, T − ℓ0] satisfies the inequality (80).

It just remains to prove that the initial data of φ̄ belong to W α for every real
α.

As φ0 ≡ 0 and f1, f2 ∈ C∞([0, T ]) this is equivalent to proving that for some
T ∗ ∈ [ℓ0, T − ℓ0] and every k ∈ N the following inequalities hold
(82)
∂2k

∂x2k
φi(T ∗, 0) =

∂2k

∂x2k
φi(T ∗, ℓi) =

∂2k+1

∂x2k+1
φ1(T ∗, 0) +

∂2k+1

∂x2k+1
φ2(T ∗, 0) = 0,

and

(83)
∂2k

∂x2k
φit(T

∗, 0) =
∂2k

∂x2k
φit(T

∗, ℓi) =
∂2k+1

∂x2k+1
φ1
t (T

∗, 0) +
∂2k+1

∂x2k+1
φ2
t (T

∗, 0) = 0.

Let us observe that, if f is a smooth function then

(Iσf)(k)(t) = (Iσf
(k))(t).

This implies that, if f1 and f2 are smooth solutions of (81) then so are the functions

f
(k)
1 , f

(k)
2 . That is why the functions f

(m)
1 and f

(m)
2 are also solutions of the equation

(81) that defines f1 and f2. Then, choosing, e.g., T ∗ = ℓ0+ℓ̂ we obtain the equalities
(82) and (83).

The proof of Lemma III.1 is based on the following facts:
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Proposition III.13. If σ1

σ2
∈ Q then, for every T > 0 there exists non-zero

functions ϕ ∈ C∞([0, T ]) such that

Iσ1
ϕ = 0 in [0, T − σ1],

Iσ2ϕ = 0 in [0, T − σ2].

Proof. If σ1

σ2
∈ Q there exist numbers p, q ∈ N, γ ∈ R such that

σ1

p
=
σ2

q
= γ.

Let ϕ ∈ C∞(R) a not identically vanishing, γ-periodic function such that
∫ γ

0

ϕ(τ )dτ = 0.

Then,

Iσ1
ϕ =

∫ t+σ1

t

ϕ(τ )dτ =

∫ t+γp

t

ϕ(τ )dτ = p

∫ t+γ

t

ϕ(τ )dτ = 0.

In a similar way it may be proved that Iσ2ϕ = 0. �

Proposition III.14. Let ε > 0, T = σ1 + σ2 − ε and σ1

σ2
/∈ Q. Then, there

exists a non-zero function ϕ ∈ C∞([0, T ]), such that

(84)
Iσ1ϕ = 0 in [0, T − σ1],
Iσ2

ϕ = 0 in [0, T − σ2].

Proof. The real number σ2 may be expressed as σ2 = nσ1 + ω, n ∈ N,
ω ∈ (0, σ1). Since σ1

σ2
is irrational, so is ω

σ2
. Let us consider the sequence {ωk}

defined by

ωk ∈ (0, σ1), k − ωk ∈ σ1Z

(the values of kω modulo σ1). As a consequence of the irrationality of ω, we have
ωk 6= ωl if k 6= l and that the sequence {ωk} is dense in the interval [0, σ1]. Then
there exist k1 < 0, k2 > 0 such that ωk1 , ωk2 ∈ [σ1 − ε, σ1) and ωk ∈ [0, σ1 − ε) for
every k satisfying k1 < k < k2

9.
Now let us define the subsets of [0, σ1) :

Ωk = (ωk, ωk + γ)

for k1 < k ≤ k2, where γ > 0 is sufficiently small so that it holds

Ωk ∩ Ωl = ∅ if k 6= l and Ωk ⊂ (0, σ1) for k1 < k, l ≤ k2.

It is not difficult to show that the sets Ωk have the following properties:
(i) if t ∈ Ωk with k1 < k < k2 and t = ωk + τ for some τ ∈ (0, γ) then,

t+ ω = ωk+1 + τ if ωk < ωk+1,
t+ ω = ωk+1 + τ − σ1 if ωk+1 < ωk.

(ii) if t ∈ [0, σ1 − ε) \ ∪Ωk, then,

t+ ω /∈ ∪Ωk if t < σ1 − ω,
t+ ω − σ1 /∈ ∪Ωk if t ≥ σ1 − ω.

9In other words, k1 < 0 and k2 > 0 are the values of k with the smallest non-zero absolute
value such that ωk is in the interval [ℓ1 − ε, ℓ1).
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Let us choose now a function ψ ∈ C∞([0, σ1]) with support contained in the
interval (0, γ) and satisfying

∫ γ
0 ψ(τ )dτ = 0 and define the function ϕ in [0, σ1] by

ϕ(t) =

{
ϕ(t− ωk) if t ∈ Ωk,
0 if t ∈ [0, σ1] \ ∪Ωk.

Then it follows ϕ ∈ C∞([0, σ1]) and supp ϕ ⊂ ∪Ωk ⊂ (0, σ1). In particular, the
σ1-periodic extension of ϕ to R, which we still denote by ϕ, verifies ϕ ∈ C∞(R).
Let us check that ϕ is in addition one of the functions, whose existence is asserted
in the lemma.

Let t1, t2 ∈ [0, σ1] \ ∪Ωk, then
∫ t2

t1

ϕ(τ )dτ =
∑

m:Ωm⊂(t1,t2)

∫

Ωm

ϕ(τ )dτ =
∑

m

∫ ωm+γ

ωm

ϕ(τ − ωm)dτ

=
∑

m

∫ γ

0

ϕ(τ )dτ = 0.

In particular, if we choose t1 = 0, t2 = σ1 we get
∫ σ1

0
ϕ(τ )dτ = 0, and therefore,

since ϕ is σ1-periodic, Iσ1ϕ = 0 in R.
It remains to calculate Iσ2

ϕ for the values of t in the interval [0, σ1 − ε). Two
cases are possible:

Case 1. t ∈ Ωk for some k. Then, t = ωk + τ with τ ∈ (0, γ). We will assume
that ωk < ωk+1, since when ωk+1 < ωk the result is obtained in a similar way.

In view of the property (i) of the sets Ωk mentioned above, we obtain

Iσ2ϕ(t) =

∫ t+ω

t

ϕ(s)ds =

∫ ωk+1+τ

ωk+τ

ϕ(s)ds

=

∫ ωk+γ

ωk+τ

ϕ(s)ds+

∫ ωk+1+τ

ωk+1

ϕ(s)ds+

∫ ωk+1

ωk+γ

ϕ(s)ds.

But ωk + γ and ωk+1 do not belong to ∪Ωk,
∫ ωk+1

ωk+γ ϕ(s)ds = 0, and thus

Iσ2ϕ(t) =

∫ ωk+γ

ωk+τ

ϕ(s− ωk)ds+

∫ ωk+1+τ

ωk+1

ϕ(s− ωk+1)ds

=

∫ γ

τ

ψ(s)ds+

∫ τ

0

ψ(s)ds = 0.

Case 2. t /∈ ∪Ωk. In view of the property (ii), if t < σ1 − ω, then t + ω does
not belong to ∪Ωk and we have

Iσ2
ϕ(t) =

∫ t+ω

t

ϕ(s)ds = 0.

If t ≥ σ1 − ω, then t− σ1 + ω /∈ ∪Ωk and it holds

Iσ2
ϕ(t) =

∫ t+ω−σ1

t

ϕ(s)ds = 0.

This proves the proposition �

Proof of Lemma III.1. It follows immediately from the previous proposi-
tions. It suffices to take f1 = ϕ and f2 = −ϕ according to Propositions III.13 or
III.14, depending on whether σ1

σ2
is rational of irrational. �
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10. Application of the method of moments to the control of the three
string network

In this section we will study the problem of moments (II.38)

(85)

∫ T

0

κ|k|e
iλkt h(t)dt = u1,|k| − iλku0,|k| for every k ∈ Z∗,

for the three string network. Recall that, in view of the results of Section II.3, the
existence of a solution h ∈ L2(0, T ) of the problem of moments (85) is equivalent
to the controllability in time T of the initial state (ū0, ū1) with

ū0 =
∑

n∈N

u0,nθ̄n, ū1 =
∑

n∈N

u1,nθ̄n.

With this, our aim is to show an alternative way to the study of the control problem
for the system (31).

If we perform in (85) the change of variable t→ t− T
2 , we obtain

∫ T
2

−T
2

eiλnt h(t− T

2
)dt =

1

κn
(u1,n − iλnu0,n) e

iλn
t
2 .

Denoting mn := 1
κn

(u1,n − iλnu0,n) e
iλn

T
2 , A := T

2 , the problem (85) will be

written in the form (II.28). This implies, in account of Proposition II.6, that, if
we can construct a sequence (vn) biorthogonal to a

(
eiλnt

)
in L2

(
−T

2 ,
T
2

)
then the

initial states satisfying

(86)
∑

n∈Z∗

∣∣∣∣
1

κn
(u1,n − iλnu0,n) e

iλn
T
2

∣∣∣∣ ‖vn‖L2 <∞

are controllable in time T with control

v =
∑

n∈Z∗

1

κn
(u1,n − iλnu0,n) e

iλn
T
2 vn.

The inequality (86) is equivalent to

∑

n∈Z∗

1

|κn|
(∣∣u1,n

∣∣+ λn
∣∣u0,n

∣∣) ‖vn‖L2 <∞.

In particular, if the biorthogonal sequence (vn) has been obtained from a generating
function F then all the initial states that satisfy

(87)
∑

n∈Z∗

1

|κn| |F ′(λn)|
(∣∣u1,n

∣∣+ λn
∣∣u0,n

∣∣) <∞

are controllable in time T .
Let us remark that for the three string network it is easy to construct a gener-

ating function, since we already know a function that vanishes at the numbers λn:
recall that, as it has been shown in Proposition III.6, q(λn) = 0, where

q(z) = cos zℓ0 sin zℓ1 sin zℓ2 + sin zℓ0 cos zℓ1 sin zℓ2(88)

+ sin zℓ0 cos zℓ1 sin zℓ1 cos zℓ2,

and this is an entire function bounded on the real axis: |q(z)| ≤ 3.
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On the other hand, if we replace in (88) cos zℓk and sin zℓk by their expressions
in terms of eizℓk and e−izℓk :

cos zℓk =
1

2

(
eizℓk + e−izℓk

)
, sin zℓk = − i

2

(
eizℓk − e−izℓk

)
,

we can see that q may be written as the sum of eight terms of the form che
izh,

where ch are constants and

|h| ≤ ℓ0 + ℓ1 + ℓ2.

Then, there exists a constant C > 0 such that for every z ∈ C

|q(z)| ≤ Ce|z|(ℓ0+ℓ1+ℓ2),

that is, the function q is of exponential type at most ℓ0 + ℓ1 + ℓ2.
Then, based on the results of the Subsection II.3.1, we can assert that there

exists a sequence (vn) biorthogonal to
(
eiλnt

)
in any interval (−T

2 ,
T
2 ) with T ≥

2 (ℓ0 + ℓ1 + ℓ2) that satisfies

||vn||L2(−T
2 ,

T
2 ) ≤

C

|q′(λn)|
, n ∈ N,

where the constant C > 0 does not depend on n.
This guarantees immediately that the spaces of sequences for which the problem

of moments (85) has a solution is dense in l2. Therefore, the space of controllable
initial states in time T ≥ 2 (ℓ0 + ℓ1 + ℓ2), is dense in H × V ′. Moreover, all the
initial states from Z × Z are controllable.

Now we estimate |q′(λn)| in order to identify larger subspaces of controllable
initial states. Observe that the function q may be written in the form

(89) q(z) = sin zℓ0 sin zℓ1 sin zℓ2 (cot zℓ0 + cot zℓ1 + cot zℓ2) .

Then it follows

(90) |q′(λn)| = |sinλnℓ0 sinλnℓ1 sinλnℓ2|An,

where we have denoted

An=

(
ℓ0

sin2 λnℓ0
+

ℓ1

sin2 λnℓ1
+

ℓ2

sin2 λnℓ2

)
.

In account of (87), we can ensure that the initial states satisfying

(91)
∑

n∈Z∗

1

|κn| |q′(λn)|
(∣∣u1,n

∣∣+ λn
∣∣u0,n

∣∣) <∞.

are controllable.
To make this information more precise, we need to estimate the product|κn| |q′(λn)|.

Recall that (see Remark III.4)

|κn| =

√
2λn

|sinλnℓ0|
A

− 1
2

n ,

and thus we have

|κn| |q′(λn)| =
√

2λn |sinλnℓ1 sinλnℓ2|A
1
2
n .
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Then,

|κn|2 |q′(λn)|2 = 2λ2
n |sinλnℓ1 sinλnℓ2|2

(
ℓ0

sin2 λnℓ0
+

ℓ1

sin2 λnℓ1
+

ℓ2

sin2 λnℓ2

)

≥ 2λ2
n

(
ℓ1 sin2 λnℓ2 + ℓ2 sin2 ℓ1

)
≥ Cλ2

nc
2
n.

Here cn = max (|sinλnℓ1| , |sinλnℓ2|) are the coefficients defined by (61) in Section
6.

With this we can conclude that a sufficient condition for the initial state (ū0, ū1)
to be controllable is

(92)
∑

n∈Z∗

1

cn

(∣∣u1,n

∣∣+ λn
∣∣u0,n

∣∣) <∞.

Let us observe that this result is weaker than that given in Proposition 6, since,
if the initial state (ū0, ū1) satisfies (92) then it also satisfies

∑

n∈Z∗

1

c2n

(
u2

1,n + λnu
2
0,n

)
<∞.

Let us choose δ > 0. The series
∑

n∈Z∗

1

λ1+δ
n

converges for every δ > 0, as limn→∞
λn

n
= π

ℓ0+ℓ1+ℓ2
. Then, with the help of the

Cauchy-Schwarz inequality we obtain

∑

n∈Z∗

1

cnλn

(∣∣u1,n

∣∣+ λn
∣∣u0,n

∣∣) <
∑

n∈Z∗

λδ−1
n

c2n

(
u2

1,n + λ2
nu

2
0,n

) ∑

n∈Z∗

1

λ1+δ
n

≤ C
∑

n∈Z∗

λδ−1
n

c2n

(
u2

1,n + λ2
nu

2
0,n

)
.

Thus, for (92) to be verified and consequently the initial state (ū0, ū1) to be con-
trollable in time T , it is sufficient that

∑

n∈Z∗

λδ−1
n

c2n

(
u2

1,n + λ2
nu

2
0,n

)
<∞.

In particular, if ℓ1
ℓ2

∈ Bε, the controllability condition (92) obtained with the method
of moments guarantees that all the initial states from

(ū0, ū1) ∈ W

3
2
+ε+δ

= V
3
2+ε+δ × V

1
2+ε+δ,

with arbitrarily small δ > 0 are controllable.
This difference between the result is due to the technique we have used, mainly

to the possible inaccuracy in the estimation of the sequence |κn| |q′(λn)|.
Remark III.6. According to Proposition II.9, once we have identified subspaces

of controllable initial states in time T of the form Wr it can be constructed, a
posteriori a sequence (ṽn) biorthogonal to

(
eiλnt

)
in L2 (0, T ) satisfying

‖ṽn‖L2(0,T ) ≤ Cλr−1
n .
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Thus, in view of Corollary III.5, if ℓ1
ℓ2

∈ Bε then for the system of the three string

network is can be constructed a sequence (ṽn) biorthogonal to
(
eiλnt

)
in L2 (0, T )

verifying

(93) ‖ṽn‖L2(0,T ) ≤ Cλεn.

Let us remark that the biorthogonal sequence (vn) used in this section not neces-
sarily coincides with (ṽn). Recall in addition, that we do not resort to that sequence,
since to attempt to get information on controllable subspaces without using the in-
formation provided by Corollary III.5. The norms of the elements of the sequences
(vn) could be estimated in the following way. Since

‖vn‖L2(−A,A) ≤
C

|q′(λn)|
,

it suffices to estimate |q′(λn)|. From the equality (89) we obtain

|q′(λn)| ≥ ℓ0 |sinλnℓ1 sinλnℓ2| + ℓ1 |sinλnℓ0 sinλnℓ2| + ℓ2 |sinλnℓ0 sinλnℓ1|
≥ Cs(λ, ℓ0, ℓ1, ℓ2),

where we have denoted

s(λ, ℓ0, ℓ1, ℓ2) := |sinλnℓ0| |sinλnℓ1| + |sinλnℓ0| |sinλnℓ2| + |sinλnℓ1| |sinλnℓ2| .
To obtain lower estimates of the function s we need to impose additional restrictions
on the lengths ℓ0, ℓ1, ℓ2. Let us assume that those lengths satisfy the following
rational approximation conditions, which we will call briefly conditions (S) (see
also Definition A.1 in Appendix A ):

• ℓ0, ℓ1, ℓ2 are linearly independent over the field Q of rational numbers;
• all the ratios ℓi

ℓj
are algebraic numbers, that is, roots of polynomials with

rational coefficients.

Under these hypotheses it is proved in Proposition A.4 that for every ε > 0 there
exists a constant Cε > 0 such that for every n = 1, 2, ..., the following inequality
holds

s(λn, ℓ0, ℓ1, ℓ2) ≥ Cε (λn)
−1−e

.

This guarantees that
‖vn‖L2(−A,A) ≤ Cλ1+ε

n .

Unfortunately, we have imposed restrictive conditions on ℓ0 and we have been
able to prove an estimate weaker than (93). This fact could be caused by two reason:
that the norms of the elements of the sequence (vn) are actually larger than those
of the elements of the sequences (ṽn) or that the technique we have used to estimate
|q′(λn)| is not precise enough.





CHAPTER IV

General trees

In this chapter we study the control problem from one exterior node for net-
works of strings, which are supported on a tree-shaped graph. We will follow the
technique described in Chapter III for the three string network, which is the sim-
plest example of a network supported by a tree-shaped graph, not reduced to a
single string.

Let us briefly recall this technique. The key element is the construction of
an operator B : V × H → V × H , which guarantees the existence of a constant
C > 0 such that all the solutions of the homogeneous system (I.11)-(I.16) with
initial states (φ̄0, φ̄1) ∈ Z × Z satisfy the observability inequality

C

∫ T

0

|∂nφ1(t,v1)|2dt ≥ ‖B(φ̄0, φ̄1)‖2
V×H ,

where T is twice the total length of the network (here we used the notations intro-
duced in Chapter I for general networks).

The operator B has the property of being essentially a diagonal operator: there
exist real numbers bn such that

‖B(φ̄0, φ̄1)‖2
V×H =

∑

n∈N

b2n
(
µnφ

2
0,n + φ2

1,n

)
.

This leads to the inequality

C

∫ T

0

|∂nφ1(t,v1)|2dt ≥
∑

n∈N

b2n
(
µnφ

2
0,n + φ2

1,n

)
,

which allows to indicate subspaces H × V ′ of controllable initial states in time T .

1. Notations and statement of the problem

1.1. Notations for the elements of the graphs. In this section, we in-
troduce precise notations for the elements of the rest configuration graph. This is
needed to write the equations of the motion of the network in a way that takes into
account the topological structure of the graph.

Let A be a planar, connected graph without closed paths. According to the
usual terminology in Graph Theory, those graphs will be called trees. By the
multiplicity of a vertex of A we mean the number of edges that branch out from that
vertex. If the multiplicity is equal to one, the vertex is called exterior, otherwise,
it is said to be interior. We assume that the graph A does not contain vertices of
multiplicity two, since they are irrelevant for our model.

In what follows, we describe a procedure for indexing the edges and vertices of
the graph. In Figure 1 an example is given of a tree with indices defined according
to this rule. First, we choose an exterior vertex and denote it by R. It is called

77
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the root of A. The remaining edges and vertices will be denoted by eᾱ and Oᾱ,
respectively, where ᾱ = (α1, . . . , αk) is a multi-index (possibly empty) of variable
length k defined by recurrence for every edge in the following way.

For the edge containing the root R we choose the empty index. Thus, that edge
is denoted by e and its vertex different from R is denoted by O.

Assume now that the interior vertex Oᾱ, contained in the edge eᾱ, has multi-
plicity equal to mᾱ+1. This means that there are mᾱ edges, different from eᾱ, that
branch out from Oᾱ. We denote these edges by eᾱ◦β , β = 1, . . . ,mᾱ and the other
vertex of the edge eᾱ◦β by Oᾱ◦β . Here, ᾱ ◦ β represents the index (α1, . . . , αk, β),
obtained by adding a new component β to the index ᾱ = (α1, . . . , αk). In general,
if ᾱ = (α1, . . . , αk) and β̄ = (β1, . . . , βm), then ᾱ ◦ β̄ will denote the multi-index of
length k +m defined by ᾱ ◦ β̄ = (α1, . . . , αk, β1, . . . , βm).

Let now M be the set of the interior vertices of A and S the set of exterior
vertices, except R, and define

IM = {ᾱ; Oᾱ ∈ M} , IS = {ᾱ; Oᾱ ∈ S} ,

which are the sets of the indices of the interior and exterior vertices, except R,
respectively. Note that with these notations, we admit the empty multi-index,
which corresponds to the vertex O and belongs to one of the sets IM or IS. Finally,
I = IS

⋃
IM is the set of the indices of all the vertices, except that of the root R.

Further, for ᾱ ∈ IM, the sets

Aᾱ =
{
eᾱ◦β̄ ; ᾱ ◦ β̄ ∈ I

}

are called sub-trees of A. Note that Aᾱ is formed by the edges having indices with
a common initial part ᾱ. This means that Aᾱ is also a tree branching out from the
vertex of eᾱ different from Oᾱ. Then, if one chooses that vertex as the root Rᾱ of
Aᾱ and denotes by eᾱ

β̄
the edge with index β̄ in Aᾱ according to the numbering

rule defined above for trees, it holds that

eᾱ◦β̄ = eᾱβ̄ Oᾱ◦β̄ = O
ᾱ
β̄ .

In order to prove properties of trees, we shall often proceed by induction with
respect to the largest length of the indices ᾱ used to number the edges according
to the procedure described above. To do this we should prove that:

(1) The property is true for the simplest case of a one-edged tree (i.e., the
corresponding network is formed by a single string).

(2) If the property is true for all the sub-trees A1, . . . ,Am branching out from
O, then it is also true for the whole tree A.

In what follows such process will be called simply induction.
Besides, the length of the edge eᾱ will be denoted by ℓᾱ. Then, eᾱ may be

parameterized by its arc length by means of the functions πᾱ, defined in [0, ℓᾱ] such
that πᾱ(ℓᾱ) = Oᾱ and πᾱ(0) is the other vertex of this edge.

Finally, we denote by LA and Lᾱ, ᾱ ∈ I, the sum of the lengths of all the edges
of the tree A (i.e., the total length of A) and of its sub-trees Aᾱ, respectively.

1.2. Equations of the motion of the network. In this subsection we write
the equations of the motion of the tree-shaped network with a controlled node (I.11)-
(I.16) with the specific notations introduced for trees in this chapter. The vertex of
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Figure 1. A tree with indices for its vertices and edges

the graph A corresponding to the controlled node of the network has been chosen
as the root of the tree.

uᾱtt(t, x) = uᾱxx(t, x) in R × [0, ℓᾱ], ᾱ ∈ I,(1)

u(t, 0) = v(t), in R,(2)

uᾱ(t, ℓᾱ) = 0 in R, ᾱ ∈ IS,(3)

uᾱ◦β(t, 0) = uᾱ(t, ℓᾱ) in R, β = 1, . . . ,mᾱ, ᾱ ∈ IM,(4)
∑

mᾱ

β=1u
ᾱ◦β
x (t, 0) = uᾱx(t, ℓᾱ) in R, ᾱ ∈ IM,(5)

uᾱ(0, x) = uᾱ0 (x), uᾱt (0, x) = uᾱ1 (x), in [0, ℓᾱ], ᾱ ∈ I.(6)

For every ᾱ ∈ I, the function uᾱ(t, x) : R× [0, ℓᾱ] → R denotes the transversal
displacement of the string with index ᾱ. We will denote by ū the set whose elements
are uᾱ, ᾱ ∈ I. In particular, the sets of initial states (uᾱ0 )ᾱ∈I, (u

ᾱ
1 )ᾱ∈I of the strings

are denoted by ū0 and ū1. With these notations, the remaining elements relative
to the system (1)-(6) are defined exactly as in Subsection 2.2 of Chapter I.

We also consider the homogeneous version of the system (1)-(6)

φᾱtt(t, x) = φᾱxx(t, x) in R × [0, ℓᾱ], ᾱ ∈ I,(7)

φ(t, 0) = 0, in R,(8)

φᾱ(t, ℓᾱ) = 0 in R, ᾱ ∈ IS,(9)

φᾱ◦β(t, 0) = φᾱ(t, ℓᾱ) in R, β = 1, . . . ,mᾱ, ᾱ ∈ IM,(10)
∑

mᾱ

β=1φ
ᾱ◦β
x (t, 0) = φᾱx(t, ℓᾱ) in R, ᾱ ∈ IM,(11)

φᾱ(0, x) = φᾱ0 (x), φᾱt (0, x) = φᾱ1 (x), in [0, ℓᾱ], ᾱ ∈ I.(12)

The solution of problem (7)-(12) is given by

(13) φ̄(t) =
∑

k∈N

(
φ0,k cosλkt+

φ1,k

λk
sinλkt

)
θ̄k,
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where (φ0,k)k∈N, (φ1,k)k∈N are the sequences of Fourier coefficients of the initial

state (φ̄
0
, φ̄

1
) in the orthonormal basis (θ̄k)k∈N formed by the eigenfunctions of

the elliptic operator −∆A corresponding to (1)-(5). Recall that (µk)k∈N is the
increasing sequence of eigenvalues and λk :=

√
µk.

For technical reasons, we will also consider solutions φ̄ of (7) such that φᾱ ∈
C2(R × [0, ℓᾱ]), satisfying (9), (10) and (11), but not necessarily (8). That is, φ̄ is
a smooth solution that satisfy the boundary conditions given in (7)-(11) at all the
nodes, except at the root R. These solutions will be briefly referred as solutions of
(N). In the same way we define a solution of (N) on the sub-tree Aᾱ.

For a solution φ̄ of (N) we define the functions

(14) Gᾱ(t) := φᾱt (t, 0), Fᾱ(t) := φᾱx (t, 0),

(15) Ĝᾱ(t) := φᾱt (t, ℓᾱ), F̂ᾱ(t) := φᾱx (t, ℓᾱ),

for every ᾱ ∈ I. These functions are the velocity and the tension at the extremes
of the string eᾱ.

According to the coupling conditions (10)-(11), we will have the formulas

(16) Gᾱ◦β(t) = Ĝᾱ(t),

mᾱ∑

β=1

Fᾱ◦β(t) = F̂ᾱ(t),

for every t ∈ R, ᾱ ∈ IM, β = 1, ...,mᾱ.
On the other hand, from the D’Alembert formulas (5) we obtained the equalities

F̂ᾱ = ℓ+ᾱFᾱ + ℓ−ᾱGᾱ, Ĝᾱ = ℓ−ᾱFᾱ + ℓ+ᾱGᾱ,

for all ᾱ ∈ I. In view of them, the coupling conditions (16) at the interior nodes
may be expressed as

Gᾱ◦β(t) = ℓ−ᾱFᾱ + ℓ+ᾱGᾱ,(17)
mᾱ∑

β=1

Fᾱ◦β(t) = ℓ+ᾱFᾱ + ℓ−ᾱGᾱ.(18)

For a function w̄(t) defined on the tree A the energy of w̄ on the string eᾱ is
defined by

Eᾱw̄(t) :=
1

2

∫ ℓᾱ

0

(
|wᾱt (t, x)|2 + |wᾱx (t, x)|2

)
dx.

For a sub-tree Aᾱ, we denote by Eᾱ
w̄ the total energy of w̄ on the sub-tree:

Eᾱ
ω̄(t) :=

∑

β̄:ᾱ◦β̄∈I

Eᾱ◦β̄w̄ (t).

In particular, the total energy of w̄ on the network is

Ew̄(t) :=
∑

ᾱ∈I

Eᾱw̄(t).
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2. The operators P and Q

In this section we define two linear operators P and Q that allow to express the
relation

(19) PG+ QF = 0

between the velocity and the tension of the solutions of (N) at the root of the tree.
These operators will play an essential role in the proof of the main observability
results, so we study them in detail. In particular, we need information on how they
act on the traces Fᾱ and Gᾱ of the other components of the solution at the interior
nodes.

First, P and Q are constructed for a string. Then, using a recursive argument,
they are obtained for general trees.

2.1. A tree formed by a single string. Assume that φ ∈ C2(R × [0, ℓ])
satisfies the wave equation

φtt − φxx = 0

in R× [0, ℓ] and that φ(t, ℓ) ≡ 0. Thus, φ is a solution of (N) for the network formed
by a single string of length ℓ. Let us note that in this case, with the notations (14)-

(15), we get Ĝ(t) := φt(t, ℓ) = 0.
From the D’Alembert formula (II.5) it holds

(20) 0 = ℓ+G+ ℓ−F,

for every t ∈ R. This is a relation of the type (19) with P = ℓ+, Q = ℓ−.

2.2. Operators of type S. As stated above, we are interested not only in the
existence of the operators P and Q satisfying (19), but also in their structure. That
is why we consider a class of linear operators constituted by linear combinations
of certain shift operators. This class of operators allows to describe the main
properties of the operators P and Q we use in this chapter.

For the real number h we denote by τh the shift operator defined by

τhf(t) := f(t+ h).

As we shall be concerned only with algebraic properties of those operators, we may
assume τh to act on the vector spaces of mappings f = f(t) : R → W, where W is
a vector space.

Let Λ = {ℓ1, . . . , ℓn} be a set of positive numbers, not necessarily different. In
what follows, whenever a set is denoted by Λ we tacitly assume that it may contain

repeated elements. If Λ̃ =
{
ℓ̃1, . . . , ℓ̃n′

}
is another such set, we use the notation

Λ ⊔ Λ̃ for the set {ℓ1, . . . , ℓn, ℓ̃1, . . . , ℓ̃n′}, which once again may contain repeated
elements. Observe that this operation differs from the usual union of sets in the
fact that the multiplicity of the elements is taken into account.

We set

S(Λ) := span {τh : h ∈ HΛ} ,
(the set all linear combinations of shift operators τh with h ∈ HΛ) where

HΛ =

{
h =

n∑

i=1

εiℓi, εi = ±1

}
.
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Observe that the set HΛ contains at most 2n elements, so S(Λ) is of finite
dimension.

For an operator B ∈ S(Λ) we shall write s(B) := s(Λ) :=
∑n

i=1 ℓi. We say that
B is of type S if B ∈ S(Λ) for some set Λ.

The operators ℓ+ and ℓ−, defined in Chapter III by (7) for a string are of type
S. They belong to S({ℓ}), since they may be expressed as

ℓ± =
τ ℓ ± τ−ℓ

2
.

We write these formulas in a unified way as

(21) ℓε =
τ ℓ + ετ−ℓ

2
,

where ε = ±1.

In the following proposition we gather two elementary properties of the oper-
ators of type S. The operator P and Q, which we will construct for the network
with the property (19), will be products of the operators ℓ±i constructed for the
lengths of the strings. The proposition shows why it is natural to consider the class
of operators S(Λ) to characterize the operators P and Q.

Proposition IV.1. (i) B ∈ S(Λ) if, and only if, it may be written as a linear
combination of operators of the form ℓε11 ℓ

ε2
2 · · · ℓεn

n , where each εi is −1 or 1.
(ii) If B1 ∈ S(Λ1) and B2 ∈ S(Λ2) then, B1B2 = B2B1 ∈ S(Λ1 ⊔ Λ2) and

s(B1B2) = s(B1) + s(B2).

Proof. These properties are based on the fact that, if α, β ∈ R then,

τατβ = τα+β = τβτα.

This implies, in particular, that the operators ℓεi

i and ℓ
εj

j commute.

In account of (21), a product of the form ℓε11 ℓ
ε2
2 · · · ℓεn

n may be expressed as

ℓε11 ℓ
ε2
2 · · · ℓεn

n =

n∏

i=1

(
τ ℓi + εiτ−ℓi

2

)
;

then we get

ℓε11 ℓ
ε2
2 · · · ℓεn

n =
∑

h∈HΛ

chτh ∈ S(Λ).

Thus, any linear combination of the operators ℓε11 ℓ
ε2
2 · · · ℓεn

n is an operator of type
S(Λ).

Conversely, if h ∈ HΛ, then

h =

n∑

i=1

εiℓi, εi = ±1,

and in view of the fact that, as it follows of (21), for any ℓ, τ εℓ = εℓε + ℓ−ε,

τh =

n∏

i=1

τ εiℓi =

n∏

i=1

[
εiℓ

εi

i + ℓ−εi

i

]
.

From here, τh may be expressed as a sum of products of the form ℓ
ε′1
1 ℓ

ε2
2 · · · ℓε

′
n
n and

the same will be true for each B =
∑
h∈HΛ

chτh.
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The assertion (ii) follows immediately. If

Λ1 = {ℓ1, . . . , ℓn}
and

Λ2 = {ℓn+1, . . . , ℓN}
then,

Λ1 ⊔ Λ2 = {ℓ1, . . . , ℓN} .
If B1 = ℓε11 · · · ℓεn

n ∈ S(Λ1), B2 = ℓ
εn+1

n+1 · · · ℓεN

N ∈ S(Λ2),

B1B2 = B2B1 = ℓε11 · · · ℓεn
n ℓ

ε1
n+1 · · · ℓεN

N ∈ S(Λ1 ⊔ Λ2).

Taking now into account that any B1 ∈ S(Λ1) and B2 ∈ S(Λ2) may be ex-
pressed, respectively, by means of linear combinations of the operators ℓε11 · · · ℓεn

n

and ℓ
εn+1

n+1 · · · ℓεN

N , (ii) is obtained in the general case. �

In the rest of this chapter, when an operator B of type S is applied to a
function w depending on the real variable t (and, possibly, on other variables), we
will assume that B acts on that variable. In particular, if w(t, x) is a function
defined on R × [a, b] then

ℓ±w(t, x) =
1

2
(w(t + ℓ, x) ± w(t− ℓ, x)).

The following facts are widely used in the proof of our main results.

Proposition IV.2. Let w(t, x) be a function defined on R × [0, ℓ]. Then,

Eℓ±w(t) ≤ ℓ+Ew(t).

Proof. For every t ∈ R

Eℓ±w(t) =
1

8

∫ ℓ

0

{
|wx(t+ ℓ, x) ± wx(t− ℓ, x)|2 + |wt(t+ ℓ, x) ± wt(t− ℓ, x)|2

}
dx

≤ 1

4

∫ ℓ

0

{
|wx(t+ ℓ, x)|2 + |wx(t− ℓ, x)|2 + |wt(t+ ℓ, x)|2 + |wt(t− ℓ, x)|2

}
dx

=
1

2
(Ew(t+ ℓ) + Ew(t− ℓ)) = ℓ+Ew(t).

�

Proposition IV.3. If B is an operator of type S with s(B) = s then there
exist positive constants C1, C2, depending only on the coefficients of B, such that

(i)

∫ b

a

|Bf(t)|2dt ≤ C1

∫ b+s

a−s

|f(t)|2dt,

for all the functions f for which both integrals are defined1.
(ii) If the function w(t, x) is defined on R × [0, ℓ] and there exists a constant

M > 0 such that Ew(t) ≤ M for every t ∈ [a, b] then EBw(t) ≤ C2M for
t ∈ [a+ s, b− s].

1In other words, B is continuous from L2[a − s, b + s] to L2[a, b].
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Proof. (i) When the set Λ is formed by a single element: Λ = {ℓ}, we have
B = c1ℓ

+ + c2ℓ
− and s(B) = ℓ. Then,

∫ b

a

|Bf(t)|2dt =

∫ b

a

∣∣c1ℓ+f(t) + c2ℓ
−f(t)

∣∣2 dt

=

∫ b

a

∣∣∣∣
c1 + c2

2
f(t+ ℓ) +

c1 − c2
2

f(t− ℓ)

∣∣∣∣
2

dt

≤
(
c1 + c2

2

)2 ∫ b

a

|f(t+ ℓ)|2 dt+

(
c1 − c2

2

)2 ∫ b

a

|f(t− ℓ)|2 dt

≤
(
c1 + c2

2

)2 ∫ b+ℓ

a+ℓ

|f(t)|2dt+

(
c1 − c2

2

)2 ∫ b−ℓ

a−ℓ

|f(t)|2dt

≤
(
c21 + c22

) ∫ b+ℓ

a−ℓ

|f(t)|2dt.

When n ≥ 2, it suffices to iterate this inequality taking under consideration
Proposition IV.1(i). Let us note that C1 may be chosen as the maximum of the
squares of the coefficients of B in its representation given by Proposition IV.1(i)
and then, C1 depends only on B.

(ii) Is an immediate consequence of Proposition IV.2. �

The next proposition plays a crucial role in obtaining the optimal time in the
observability inequalities that we prove for the solutions of the homogeneous system
(1)-(6). Let us note that this fact was already proved in Section III.4 of Chapter
III for the operator Q corresponding to the three string network.

Proposition IV.4. Let Λ = {ℓ1, ..., ℓm} with ℓ1 ≤ ... ≤ ℓm and denote TΛ =
2s(Λ) = 2

∑m
i=1 ℓi. Assume that B =

∑
h∈HΛ

chτh ∈ S(Λ) and that the coefficient
cℓ1+···+ℓm is different from zero. Then, for any T > 0 there exists a constant CT > 0
such that ∫ T

0

|u(t)|2dt ≤ CT

∫ TΛ

0

|u(t)|2dt

for any continuous function u satisfying Bu ≡ 0.

Proof. We shall prove that, for any natural number n and any function u
satisfying Bu ≡ 0, it holds that

(22)

∫ TΛ+2nℓ1

0

|u(t)|2dt ≤ γn
∫ TΛ

0

|u(t)|2dt,

where γ is a positive constant depending only on B. Clearly, the assertion of the
proposition immediately follows from inequality (22).

If Bu ≡ 0, i.e., 0 =
∑
h∈HΛ

chτhu(t) =
∑

h∈HΛ
chu(t+ h), then, replacing the

variable t by t− (ℓ1 + · · · ℓm) and taking into account that cℓ1+···ℓm 6= 0 we get

(23) u(t) =
∑

h′∈H∗
Λ

δh′u(t− h′),

where H∗
Λ = {h′ = h− (ℓ1 + · · · ℓm) : h ∈ HΛ, h 6= (ℓ1 + · · · ℓm)} and δh′ = − ch′+(ℓ1+···ℓm)

cℓ1+···ℓm
.
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From (23) and the Cauchy-Schwartz inequality it follows

(24) |u(t)|2 ≤ δ
∑

h′∈H∗
Λ

|u(t− h′)|2,

where δ =
∑

h′∈H∗
Λ
δ2h′ .

Note that, for every h′ ∈ H∗
Λ we have 2ℓ1 ≤ h′ ≤ 2(ℓ2+ · · ·+ℓm), and therefore,

TΛ + 2(n+ 1)ℓ1 − h′ ≤ TΛ + 2nℓ1 and TΛ + 2nℓ1 − h′ ≥ 2(n+ 1)ℓ1 ≥ 0.

This fact implies that

(25)

∫ TΛ+2(n+1)ℓ1−h
′

TΛ+2nℓ1−h′

|u(t)|2dt ≤
∫ TΛ+2nℓ1

0

|u(t)|2dt.

On the other hand, from (24) it follows that
∫ TΛ+2(n+1)ℓ1

TΛ+2nℓ1

|u(t)|2dt ≤ δ
∑

h′∈H∗
Λ

∫ TΛ+2(n+1)ℓ1

TΛ+2nℓ1

|u(t− h′)|2dt =

= δ
∑

h′∈H∗
Λ

∫ TΛ+2(n+1)ℓ1−h
′

TΛ+2nℓ1−h′

|u(t)|2dt.

Now, taking into account (25), the previous inequality becomes
∫ TΛ+2(n+1)ℓ1

TΛ+2nℓ1

|u(t)|2dt ≤ (2m − 1)δ

∫ TΛ+2nℓ1

0

|u(t)|2dt.

From this latter inequality we obtain
∫ TΛ+2(n+1)ℓ1

0

|u(t)|2dt =

∫ TΛ+2nℓ1

0

|u(t)|2dt+

∫ TΛ+2(n+1)ℓ1

TΛ+2nℓ1

|u(t)|2dt ≤

≤
∫ TΛ+2nℓ1

0

|u(t)|2dt+ (2m − 1)δ

∫ TΛ+2nℓ1

0

|u(t)|2dt ≤

≤ (1 + (2m − 1)δ)

∫ TΛ+2nℓ1

0

|u(t)|2dt,

which proves inequality (22) with γ = 1 + (2m − 1)δ. �

Remark IV.1. If B is an operator of type S there exists a unique function b(λ)
such that Beiλt = b(λ)eiλt. Indeed, it suffices to express B in the form

(26) B =
∑

m∈{0,1}n

dmℓ
ε1
1 · · · ℓεn

n ,

given by Proposition IV.1(i), to see that

Beiλt =
∑

dmℓ
ε1
1 · · · ℓεn

n e
iλt.

Taking into account that

ℓ+eiλt = cos ℓλ eiλt, ℓ−eiλt = i sin ℓλ eiλt,

it holds

Beiλt =
∑

dmL
ε1
1 (λ) · · ·Lεn

n (λ)eiλt,
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where Lεi

i (λ) = cos ℓiλ if εi = 1 and Lεi

i (λ) = i sin ℓiλ if εi = −1. This means that
the function b(λ) may be constructed by replacing the operators ℓ+i and ℓ−i in the
decomposition (26) of B by cosλt and i sinλt, respectively.

The uniqueness of b(λ) is immediate: if Beiλt = b(λ)eiλt = c(λ)eiλt, then
b(λ) = c(λ).

2.3. Construction of P and Q in the general case. The construction of
P and Q will be done by induction. We remind that such operators have already
been constructed for a network consisting of a single string.

We shall denote by Λi the set of all the lengths of the strings of the sub-tree
Ai and by ΛA that of all the lengths of the tree A. Suppose that for the sub-trees
Ai, i = 1, . . . ,m, we have already constructed the operators Pi, Qi that belong
to S(Λi) and verify

(27) PiGi + QiFi = 0,

where Gi and Fi are the velocity and the tension at the root of the sub-tree Ai,
i.e., at the vertex O of A.

We define the operators

(28) P = ℓ+
m∑

i=1

Pi

∏

j 6=i

Qj + ℓ−
m∏

j=1

Qj ,

(29) Q = ℓ−
m∑

i=1

Pi

∏

j 6=i

Qj + ℓ+
m∏

j=1

Qj

(here the products denote the composition of operators).
Those are precisely the operators we are looking for.

Proposition IV.5. The operators P and Q defined by (28)-(29) belong to
S(ΛA). If ū is a solution of (N) then

PG+ QF = 0.

Proof. To prove that P,Q ∈S(ΛA), it suffices to observe that, according to
Proposition IV.1, all the terms of the sums in (28) and (29) belong to S({ℓ} ⊔
Λ1 ⊔ ... ⊔ Λm) = S(ΛA). Using (17)-(18), the coupling conditions (16) between the
strings may be expressed as

(30)

m∑

i=1

Fi = ℓ−G+ ℓ+F, Gi = ℓ+G+ ℓ−F, i = 1, . . . ,m.

From (28)-(29) we have

PG+ QF =

m∑

i=1

(Pi
∏

j 6=i

Qj)ℓ
+G+

m∏

j=1

Qjℓ
−G+

m∑

i=1

(Pi
∏

j 6=i

Qj)ℓ
−F +

m∏

j=1

Qjℓ
+F

=
m∑

i=1

(Pi
∏

j 6=i

Qj)(ℓ
+G+ ℓ−F ) +

m∏

j=1

Qj(ℓ
−G+ ℓ+F ).
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Then, using formulas (30),

PG+ QF =

m∑

i=1

(Pi
∏

j 6=i

Qj)Gi +

m∑

i=1

(

m∏

j=1

Qj)Fi =

m∑

i=1

(
∏

j 6=i

Qj)(PiGi + QiFi) = 0,

where the last equality follows from the hypotheses (27). Thus, P and Q, defined
by (28)-(29), satisfy the relation (19). �

Remark IV.2. From the definition, an S(Λ)-operator B may be written in the
form

(31) B =
∑

h∈HΛ

chτh.

In general, this representation is not unique, since some elements of HΛ may coin-
cide. However, the coefficient cs(B) = cℓ1+···+ℓm , corresponding to the largest value
of h, is determined in a unique way, as ℓ1 + · · · + ℓm cannot be equal to another
element of HΛ. Besides, it is easy to see that cs(B) is a multiplicative function, i.e.,
if B1 and B2 are S-operators with s(B1) = s1 and s(B2) = s2 then

cs1+s2(B1B2) = cs1(B1)cs2(B2).

In the next proposition we study this coefficient for the operators P and Q.

Proposition IV.6. Let cLA
(B) denote the coefficient, corresponding to h =

s(ΛA) = LA ∈ HΛA
in the expansion (31) of an S(ΛA)-operator B. Then cLA

(P) =
cLA

(Q) > 0.

Proof. We proceed by induction. For a string,

P = ℓ+ =
τh + τ−h

2
, Q = ℓ+ =

τh − τ−h
2

.

This implies cℓ(P) = cℓ(Q) = 1
2 .

Now assume the assertion is true for the sub-trees A1, ...,Am. It means that

(32) cLi
(P) = cLi

(Q) > 0, i = 1, ...,m,

where, as above, Li is the sum of the lengths of all the strings of the sub-tree Ai.
Then, from formula (28) and the assumption (32)

cLA
(P) = cLA

(ℓ+
m∑

i=1

Pi

∏

j 6=i

Qj + ℓ−
m∏

j=1

Qj)

= cLA
(ℓ+

m∑

i=1

Pi

∏

j 6=i

Qj) + cLA
(ℓ−

m∏

j=1

Qj)

= cℓ(ℓ
+)

m∑

i=1

cLi
(Pi)

∏

j 6=i

cLj
(Qj) + cℓ(ℓ

−)
m∏

j=1

cLj
(Qj)

=
1

2
(m+ 1)

m∏

j=1

cLj
(Qj) > 0.

In the same way it may be proved that

cLA
(Q) =

1

2
(m+ 1)

m∏

j=1

cLj
(Qj),
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what completes the proof. �

2.4. The action of P and Q on the tensions and velocities at the
interior nodes. For the index ᾱ = (α1, ..., αk) ∈ I we denote

Λ̃ᾱ := {ℓ, ℓα1
, ℓα1,α2 , ..., ℓα1,α2,...,αk−1

}.

Observe that Λ̃ᾱ is the set of the lengths of the strings forming the unique simple
path that connects the root R with the sub-tree Aᾱ . For completeness we take for
the empty index Λ̃ = ∅.

The following proposition gives information on how the operators P and Q act
on traces of the components of a solution at the interior nodes of the network.

Proposition IV.7. For any ᾱ ∈ I there exist operators Lᾱ ∈ S(ΛA ⊔ Λ̃ᾱ)
such that, for any solution of (N)

QFᾱ = LᾱG, PFᾱ = − LᾱF.

Proof. We proceed by induction. Note that from the relation PG+ QF = 0,
it follows that when ᾱ is the empty multi-index the property is true with L =
− P ∈ S(ΛA) = S(ΛA ⊔ Λ̃). In particular, for a single string the assertion of the
proposition holds.

Suppose now that the operators Lᾱ have been already constructed for the sub-
trees Ai, i = 1, ...,m, of A. This means that we have for i = 1, ...,m, the operators
Liᾱ ∈ S(Λi ⊔ Λ̃iᾱ) such that

PiFi◦ᾱ = − L
i
ᾱFi, QiFi◦ᾱ = L

i
ᾱGi,

where Λ̃iᾱ is the set defined as Λ̃ᾱ for the sub-tree Ai and Pi, Qi are the operators
P, Q corresponding to that sub-tree.

Then, using relation (29),

QFi◦ᾱ = ℓ−(

m∑

j=1

Pj

∏

k 6=j

Qk)Fi◦ᾱ + ℓ+(

m∏

k=1

Qk)Fi◦ᾱ

= ℓ−(
m∑

j=1
j 6=i

Pj

∏

k 6=j
k 6=i

Qk)QiFi◦ᾱ + ℓ−(Pi
∏

k 6=i

Qk)Fi◦ᾱ + ℓ+(
m∏

k=1

Qk)Fi◦ᾱ

= L
i
ᾱ


ℓ−(

m∑

i=1
j 6=i

Pj

∏

k 6=j
k 6=i

Qk)Gi − ℓ−(
∏

k 6=i

Qk)Fi + ℓ+(

m∏

k=1

Qk)Gi




= L
i
ᾱ


ℓ−

∑

j 6=i

(
∏

k 6=j
k 6=i

Qk)(PjGi + QjF̂ ) − ℓ−(
∏

k 6=i

Qk)F̂ + ℓ+(
∏

k 6=i

Qk)Gi




= L
i
ᾱ(
∏

k 6=i

Qk)(ℓ
+Ĝ− ℓ−F̂ ) = L

i
ᾱ(
∏

k 6=i

Qk)
(
ℓ+(ℓ−F + ℓ+G) − ℓ−(ℓ+F + ℓ−G)

)

= L
i
ᾱ(
∏

k 6=i

Qk)
(
(ℓ+)2 − (ℓ−)2

)
G.
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In a similar way, it may be obtained that

PFi◦ᾱ = − L
i
ᾱ

∏

k 6=i

Qk

(
(ℓ+)2 − (ℓ−)2

)
F.

Thus, we arrive to the recursive formula

Li◦ᾱ = L
i
ᾱ

∏

k 6=i

Qk

(
(ℓ+)2 − (ℓ−)2

)
,

from which, in particular, according to Proposition IV.1, it holds that the operators
Li◦ᾱ belong to S(Λi ⊔ Λ̃iᾱ ⊔ {ℓ, ℓ}) = S(Λi ⊔ {ℓ} ⊔ Λ̃iᾱ ⊔ {ℓ}) = S(ΛA ⊔ Λ̃i◦ᾱ). This
proves the proposition. �

The action of P and Q on the velocities Gᾱ may be described in a similar way:

Proposition IV.8. For any ᾱ ∈ I there exist operators Kᾱ, K̂ᾱ ∈ S(ΛA⊔Λ̃ᾱ)
such that, for any solution of (N)

QGᾱ = KᾱG, PGᾱ = K̂ᾱF.

Proof. From the relation PG+ QF = 0 it follows that for the empty multi-

index K = Q and K̂ = −Q. For the remaining indices the operators Kᾱ and K̂ᾱ

are constructed by recurrence. Assume that for the index ᾱ the operators Kᾱ and

K̂ᾱ, verifying the conditions of the proposition, have been already constructed.
Then, for the indices ᾱ ◦ i with i = 1, . . . ,mᾱ, we have that

QGᾱ◦i = QĜᾱ = ℓ+ᾱQGᾱ + ℓ−ᾱQFᾱ =
(
ℓ+ᾱKᾱ + ℓ−ᾱLᾱ

)
G,

where Lᾱ is the operator constructed in the previous proposition.
In an analogous way it may be obtained that

PGᾱ◦i = (ℓ+ᾱ K̂ᾱ − ℓ−ᾱLᾱ)F.

Then, the needed operators may be constructed by the rules

(33) Kᾱ◦i = ℓ+ᾱKᾱ + ℓ−ᾱLᾱ.

(34) K̂ᾱ◦i = ℓ+ᾱ K̂ᾱ − ℓ−ᾱLᾱ.

As in the proof of the Proposition IV.7, from the relations (33)-(34) it holds, in

particular, that the operators Kᾱ◦i and K̂ᾱ◦i belong to S(ΛA ⊔ Λ̃ᾱ◦i). �

2.5. Action of P and Q on the solution. If φ̄ is a solution of (N) and B is
an operator of type S, then, due to the linearity of B and (N), Bφ̄ is also a solution

of (N). Moreover, if GBφ̄
ᾱ and FBφ̄

ᾱ , ᾱ ∈ I, denote the velocity and strength traces
of the strings at the vertices of the network for the solution Bφ̄, then

GBφ̄
ᾱ = BGᾱ, FBφ̄

ᾱ = BFᾱ.

That is true, in particular, when B is one of the operators P or Q. The following
lemma contains a fundamental technical step in our construction

Lemma IV.1. There exists a constant C, independent of φ̄, such that

(35) EPφ̄(t) ≤ C

∫ T∗+2LA

T∗−2LA

|F (t)|2dt, EQφ̄(t) ≤ C

∫ T∗+2LA

T∗−2LA

|G(t)|2dt

for every T ∗ ∈ R and t ∈ [T ∗ − LA, T
∗ + LA].



90 IV. GENERAL TREES

Proof. (i) Fix T ∗ ∈ R. We shall prove first that

(36) EPφ̄(T
∗) ≤ C

∫ T∗+2LA

T∗−2LA

|F (t)|2dt, EQφ̄(T
∗) ≤ C

∫ T∗+2LA

T∗−2LA

|G(t)|2dt.

As a consequence of the Propositions IV.7 and IV.8 we have

QFᾱ = LᾱG, QGᾱ = KᾱG,

PFᾱ = −LᾱF, PGᾱ = K̂ᾱF

for ᾱ ∈ I. Then, from Propositions II.1 and IV.3(i) it follows that

Eᾱ
Qφ̄

(T ∗) ≤ C

∫ T∗+ℓᾱ

T∗−ℓᾱ

(
|LᾱG(t)|2 + |KᾱG(t)|2

)
dt ≤ C

∫ T∗+2LA

T∗−2LA

|G(t)|2dt,

Eᾱ
Pφ̄(T

∗) ≤ C

∫ T∗+ℓᾱ

T∗−ℓᾱ

(
|LᾱF (t)|2 + |K̂ᾱF (t)|2

)
dt ≤ C

∫ T∗+2LA

T∗−2LA

|F (t)|2dt,

where, as above, Eᾱ is the energy of the solution in the string eᾱ.

It suffices to note that E =
∑

ᾱ∈I

Eᾱ to obtain the inequalities (36).

(ii) Now we prove that these inequalities remain true for all t ∈ [T ∗−LA, L
∗ +

TA]. Indeed, if t ∈ [T ∗ − LA, T
∗ + LA], from the formula (I.24) for the energy we

have

EPφ̄(t) = EPφ̄(T
∗) −

∫ t

T∗

FPφ̄(τ )GPφ̄(τ )dt

≤ EPφ̄(T
∗) +

∣∣∣∣
∫ t

T∗

(|FPφ̄(τ )|2 + |GPφ̄(τ )|2)dt
∣∣∣∣

≤ EPφ̄(T
∗) +

∫ T∗+LA

T∗−LA

(|PF (τ )|2 + |PG(τ )|2)dt

≤ EPφ̄(T
∗) +

∫ T∗+LA

T∗−LA

(|PF (τ )|2 + |QF (τ )|2)dt

≤ C

∫ T∗+2LA

T∗−2LA

|F (τ )|2dt

(in the last step we have used Proposition IV.3(i) and the result of (i)). For the
operator Q the proof is similar. �

Remark IV.3. When φ̄ is a solution of (7)-(11) (i.e., G ≡ 0), Lemma IV.1
gives EQφ̄(t) = 0. This implies that Qφ̄(t) = 0. This relation may be viewed as a
generalization of the time periodicity property of the solutions of the 1-d wave equa-
tion with homogeneous Dirichlet boundary conditions, which with our notations may
be written as ℓ−u(t) = 0. As we have shown in Proposition IV.4, this generalized
periodicity implies that all the essential L2 information on φ̄ is contained in an
interval of length 2LA.
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3. The main theorem

In this section we prove the main result on the observability of the solutions of
the homogeneous system (1)-(6).

For every non-empty multi-index ᾱ = (α1, ..., αk) ∈ I we define the operator
Dᾱ by

(37) Dᾱ :=




m∏

i=1, i6=α1

Qi






mα1∏

i=1, i6=α2

Qα1,i


 · · ·



mα1,...,αk−1∏

i=1, i6=αk−1

Qα1,...,αk−1,i




and for the empty index D is the identity operator. We recall that Qβ̄ is the operator
constructed in the previous section for the sub-tree Aβ̄ and that the products in
(37) denote the composition of operators.

Note that for every ᾱ ∈ I the operator Dᾱ is of type S with s( Dᾱ) < LA.
The observability result we will prove is

Theorem IV.1. There exists a constant C > 0 such that

EDᾱφ̄
(0) = EDᾱφ̄

(t) ≤ C

∫ 2LA

0

|F (τ )|2dτ ,

for every solution φ̄ of (1)-(5) and every ᾱ ∈ IS.

The proof is based on

Lemma IV.2. There exists a positive constant C, such that for every ᾱ ∈ IS

and every solution φ̄ of (N)

E Dᾱφ̄
(t) ≤ C

∫ t+2LA

t−2LA

(
|F (τ )|2 + |G(τ )|2

)
dτ

for any t ∈ R.

Proof. We proceed by induction. For the case of a single string the assertion
is an immediate consequence of the Proposition II.1.

Now fix ᾱ = (α1, ..., αk) ∈ IS and assume that the assertion of the theorem is
true for the sub-tree Aα1

. That implies that

(38) Eα1

D
α1
ᾱ φ̄

(t) ≤ C

∫ t+2Lα1

t−2Lα1

(
|Fα1(τ )|2 + |Gα1(τ )|2

)
dτ

for any solution φ̄ of (N), where

(39) D
α1
ᾱ :=




mα1∏

i=1, i6=α2

Qα1,i


 · · ·



mα1,...,αk−1∏

i=1, i6=αk−1

Qα1,...,αk−1,i




is the operator Dᾱ for the sub-tree Aα1
with ᾱ = (α2, ..., αk).

First, we estimate the energy Eα1

Dᾱφ̄
of Dᾱφ̄ on the sub-tree Aα1

. To do this,

we set

(40) ω̄ := (

m∏

j=1, j 6=α1

Qj)φ̄, ω̄i := (

m∏

j=1, j 6=α1
j 6=i

Qj)φ̄, i = 1, . . . ,m.

Note that these functions are also solutions of (N). They verify

(41) ω̄ = Qiω̄i, Dᾱφ̄ = D
α1
ᾱ ω̄.
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Besides, from (38)

(42) Eα1

D
α1
ᾱ ω̄

(t) ≤ C

∫ t+2Lα1

t−2Lα1

(
|F ω̄α1

(τ )|2 + |Gω̄α1
(τ )|2

)
dτ .

But, from the coupling formulas (16) we obtain that

(43)

m∑

i=1

F ω̄i = F̂ ω̄ , Gω̄i = Ĝω̄ ,

so that it holds

(44) F ω̄α1
= F̂ ω̄ −

m∑

i=1, i6=α1

QiF
ω̄i

i = F̂ ω̄ +

m∑

i=1, i6=α1

PiĜ
ω̄i , Gω̄α1

= Ĝω̄.

and then, using the equalities (44), (42) gives

Eα1

D
α1
ᾱ ω̄

(t) ≤ C

∫ t+2Lα1

t−2Lα1


|F̂ ω̄(τ ) +

m∑

i=1, i6=α1

PiĜ
ω̄i(τ )|2 + |Ĝω̄(τ )|2


 dτ

and this implies

(45) Eα1

D
α1
ᾱ ω̄

(t) ≤ C

∫ t+2Lα1

t−2Lα1


|F̂ ω̄(τ )|2 +

m∑

i=1, i6=α1

|PiĜω̄i(τ )|2 + |Ĝω̄(τ )|2

 dτ .

Now, from the definition of ω̄ and the formulas (17), (18) we have

F̂ ω̄ = (

m∏

j=1, j 6=α1

Qj)F̂ = (

m∏

j=1, j 6=α1

Qj)ℓ
+F + (

m∏

j=1, j 6=α1

Qj)ℓ
−G

and consequently

∫ t+2Lα1

t−2Lα1

|F̂ ω̄|2dτ ≤ 2

∫ t+2Lα1

t−2Lα1


|(

m∏

j=1, j 6=α1

Qj)ℓ
+F |2 + |(

m∏

j=1, j 6=α1

Qj)ℓ
−G|2


 dτ .

Observe that the operators (
∏m
j=1, j 6=α1

Qj)ℓ
+ and (

∏m
j=1, j 6=α1

Qj)ℓ
− are of

type S with s < LA −Lα1
so that, the latter inequality combined with Proposition

IV.3 provides
∫ t+2Lα1

t−2Lα1

|F̂ ω̄(τ )|2dτ ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ .

In a similar way it may be proved that
∫ t+2Lα1

t−2Lα1

|PiĜω̄i(τ )|2dτ ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ

and ∫ t+2Lα1

t−2Lα1

|Ĝω̄(τ )|2dτ ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ .

Therefore, these three inequalities together with (41) and (45) give

(46) Eα1

Dᾱφ̄
(t) ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ .
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Now we proceed to estimate the energies i
Dᾱφ̄

of Dᾱφ̄ on the remaining sub-

trees Ai (i.e., for i 6= α1). According to Lemma IV.1, applied to ω̄i in the sub-tree
Ai, it holds that for every t′ in [t− Li, t+ Li]

(47) Ei
ω̄(t′) = Ei

Qiω̄i
(t

′
) ≤ C

∫ t+2Li

t−2Li

|Gω̄i

i (τ )|2dτ ,

for i = 1, . . . ,m. Taking into account that

(48) Gω̄i

i = (

m∏

j=1, j 6=α1
j 6=i

Qj)Ĝ = (

m∏

j=1, j 6=α1
j 6=i

Qj)ℓ
+F + (

m∏

j=1, j 6=α1
j 6=i

Qj)ℓ
−G,

we get from (47) and Proposition IV.3(i)
(49)

Ei
ω̄(t′) ≤ C

∫ t+LA+Li−Lα1

t−LA−Li+Lα1

(|F (τ )|2 + |G(τ )|2)dτ ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ ,

(here we have used the fact that the operators applied to F and G in the right hand
term of (48) are of type S with s = LA − Lα1

− Li).
Now, if we apply Proposition IV.3(ii) with B = D

α1
ᾱ to (49) (recall that

s(Dα1
ᾱ ) < Lα1) we obtain, after choosing t′ = t,

(50) Ei
Dᾱ
φ̄(t) = Ei

D
α1
ᾱ ω̄

(t′) ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ .

Finally, from Proposition II.1 we obtain that the component φ of φ̄ verifies, for
every t′ ∈ [t− LA, t+ LA],

Eu(t
′) ≤ C

∫ t+ℓ+LA

t−ℓ−LA

(|F (τ )|2 + |G(τ )|2)dτ .

Thus, using Proposition IV.3(ii), it holds that

EDᾱφ̄
(t′) ≤ C

∫ t+ℓ+LA

t−ℓ−LA

(|F (τ )|2 + |G(τ )|2)dτ ,

for every t′ ∈ [t − LA + s( Dᾱ), t + LA − s( Dᾱ)] and, since s( Dᾱ) < LA, this is
true in particular for t′ = t. Therefore,

(51) E Dᾱφ̄
(t) ≤ C

∫ t+2LA

t−2LA

(|F (τ )|2 + |G(τ )|2)dτ .

Now, it suffices to combine (46), (50), (51) and the fact that

E Dᾱφ̄
= E Dᾱφ̄

+

m∑

i=1

i
Dᾱφ̄

to conclude the proof. �

With the help of Lemma IV.2 the proof of Theorem IV.1 is simple.

Proof of Theorem IV.1. If φ̄ is a solution of (1)-(6), so is Dᾱφ̄. In par-
ticular, the energy of Dᾱφ̄ is conserved. Then, taking into account that G ≡ 0 for
the solutions of (1)-(5), from Lemma IV.2 it holds

(52) E Dᾱφ̄
(0) = E Dᾱφ̄

(2TA) ≤ C

∫ 4LA

0

|F (τ )|2dτ.
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On the other hand, in this case QF ≡ 0 and then, using Proposition IV.4 (which
may be applied to Q on the basis of Proposition IV.6) we have

∫ 4LA

0

|F (τ )|2dτ ≤ C

∫ 2LA

0

|F (τ )|2dτ .

With this, the assertion of the theorem follows from (52). �

4. Relation between P and Q and the eigenvalues

Our next objective is to express the inequality (52) in terms of the Fourier
coefficients of the solution ū of (1)-(6). This will lead to weighted observability
inequalities with weights that depend on the eigenvalues µn of the operator −∆A.
To study those weights we need some additional properties of the eigenvalues.

4.1. The eigenvalue problem. We consider the eigenvalue problem for the
elliptic operator −∆A associated to the hyperbolic problem (1)-(5):

−θᾱxx(x) = µ θᾱ(x) x ∈ [0, ℓᾱ], ᾱ ∈ I,(53)

θᾱ◦β(0) = θᾱ(ℓᾱ) ᾱ ∈ IM, β = 1, . . . ,mᾱ,(54)
mᾱ∑

β=1

θᾱ◦βx (0) = θᾱx(ℓᾱ) ᾱ ∈ IM,(55)

θᾱ(ℓᾱ) = 0 ᾱ ∈ IS,(56)

θ(0) = 0 at the root R.(57)

As it has been pointed out in Chapter I, the spectrum of −∆A is formed by
a positive, increasing sequence {µk}k∈Z+

of eigenvalues. We call it spectrum of A

and denote it by σA.
Clearly, we may consider the problem (53)-(57) for each sub-tree Aᾱ of A. The

corresponding spectrum is called spectrum of Aᾱ and is denoted by σᾱ.
For technical reasons, as we did for the system (1)-(5), we will also consider

smooth solutions of (53), which verify the boundary conditions (54)-(56) but not
necessarily (57). For brevity, they are simply called solutions of (NE) correspond-
ing to µ.

Proposition IV.9. If µ is a common eigenvalue of two sub-trees Aᾱ◦i, Aᾱ◦j

(i 6= j) with the same root Oᾱ then µ is also an eigenvalue of A. Moreover, there
exists a non-zero eigenfunction θ̄ associated to µ such that

θ(0) = θx(0) = 0.

Proof. Let θ̄
ᾱ◦i

, θ̄
ᾱ◦j

be non-zero eigenfunctions corresponding to the eigen-
value µ for the sub-trees Aᾱ◦i and Aᾱ◦j , respectively. These functions are defined
in the corresponding sub-trees but it will be sufficient to paste them conveniently
to build up an eigenfunction of A.

We may assume that the numbers θᾱ◦ix (0), θᾱ◦jx (0) are both different from zero.

Indeed, if one of them, say θᾱ◦ix (0), vanishes then the relations

θᾱ◦i(0) = θᾱ◦ix (0) = 0

allow to ensure that the function θ̄, obtained by extending by zero the function

θ̄
ᾱ◦i

to the whole tree A, satisfies (53)-(57) for that value of µ and then is an
eigenfunction of A.
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Now define the function θ̄ by

θᾱ′ =





θᾱ◦jx (0) θᾱ◦iβ̄ if ᾱ′ = ᾱ ◦ i ◦ β̄,

- θᾱ◦ix (0) θᾱ◦j
β̄

if ᾱ′ = ᾱ ◦ j ◦ β̄,

0 otherwise,

i.e., θ̄ coincides in the sub-tree Aᾱ◦i with θᾱ◦jx (0)θ̄
ᾱ◦i

, in Aᾱ◦j with −θᾱ◦ix (0)θ̄
ᾱ◦j

and vanishes outside those sub-trees. It is easy to see that θ̄ satisfies the boundary
conditions (54)-(55) at Oᾱ:

mᾱ∑

k=1

θᾱ◦kx (0) = θᾱ◦jx (0)θᾱ◦ix (0) − θᾱ◦ix (0)θᾱ◦jx (0) = 0 = θᾱx (ℓᾱ).

As at the other nodes they are obviously satisfied, θ̄ is an eigenfunction of A.
Finally observe that in both cases, the eigenfunction θ̄ constructed here is such

that
θ(0) = θx(0) = 0,

and thus, θ ≡ 0, i.e., θ̄ vanishes at the whole string containing the root of A. �

Remark IV.4. Note that the eigenfunction constructed in the proof of Propo-
sition IV.9 vanishes everywhere outside the sub-trees Aᾱ◦i, Aᾱ◦j. If we denote
Aᾱ◦i ∨ Aᾱ◦j the tree formed by Aᾱ◦i and Aᾱ◦j in which the node Oᾱ is considered
as an interior point of a string of length ℓᾱ◦i + ℓᾱ◦j, we obtain that these sub-
trees have a common eigenvalue if and only if there exists a an eigenfunction of
Aᾱ◦i ∨ Aᾱ◦j that vanishes at the point Oᾱ.

Oᾱ
Aᾱ◦i

Aᾱ◦j

Figure 2. The sub-tree Aᾱ◦i ∨ Aᾱ◦j

As it has been shown above, the operators P and Q are of type S with s(P) =
s(Q) = LA. According to Remark IV.1, there exist functions p and q such that for
all t,λ ∈ R,

(58) Peiλt = p(λ)eiλt, Qeiλt = q(λ)eiλt.
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Proposition IV.10. Let λ ∈ R \ {0} and f, g ∈ C such that

(59) q(λ)f + iλp(λ)g = 0.

If the tree A satisfies the property

(60) |qᾱ◦i(λ)| + |qᾱ◦j(λ)| 6= 0 for any ᾱ ∈ IM, i, j = 1, ...mᾱ, i 6= j,

then there exists a unique solution θ̄ of (NE) corresponding to the value µ = λ2

such that

(61) θ(0) = g and θx(0) = f.

Proof. First we construct the component θ of θ̄ (the one corresponding to the
string e). We set

(62) θ(x) = g cosλx+
f

λ
sinλx,

which clearly satisfies (61).
If the network consists of a single string of length ℓ, then

p(λ) = cosλℓ, q(λ) = i sinλℓ

and condition (59) becomes

if sinλℓ+ igλ cosλℓ = 0.

This implies that

θ(ℓ) = g cosλℓ+
f

λ
sinλℓ = 0,

what means that θ is a solution of (NE) and so, the assertion is true in this case.
In the general case the remaining components of θ̄ are constructed by induction.

Assume that the proposition is true for the sub-trees A1, ...,Am.
If we were able to choose numbers f1, ..., fm verifying

(63)

m∑

k=1

fk = θx(ℓ) and qk(λ)fk + iλpk(λ)θ(ℓ) = 0 for k = 1, ...,m,

then, according to the induction assumption, we could find solutions θ̄
1
, ..., θ̄

m
,

defined on the sub-trees A1, ...,Am, respectively, such that

θk(0) = θ(ℓ), θkx(0) = fk, for k = 1, ...,m.

This would imply that
m∑

k=1

θkx(0) = θ(ℓ) and θk(0) = θ(ℓ), for k = 1, ...,m.

Therefore, the function θ̄ defined on the tree by θk◦ᾱ = θkᾱ would be the solution
of (NE), whose existence is asserted in the proposition. Consequently, it remains
to prove the possibility of the decomposition (63).

We remark that from the definition of p and q and formulas (28), (29) it follows
that

(64) p = cosλℓ
m∑

k=1

pk
∏

j 6=k

qj + i sinλℓ
m∏

j=1

qj ,
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(65) q = i sinλℓ

m∑

k=1

pk
∏

j 6=k

qj + cosλℓ

m∏

j=1

qj ,

Note that condition (60) implies that among the numbers qk(λ), k = 1, ...,m,
at most one may be equal to zero. Thus, we consider two cases: a) all the numbers
qk(λ), k = 1, ...,m, are different from zero and b) exactly one of those numbers,
say, e.g., q1(λ) is equal to zero.

Case a). If we take

fk =
−iλpk(λ)θ(ℓ)

qk(λ)

Then
m∑

k=1

fk = −iλθ(ℓ)
m∑

k=1

pk
qk

= −iλ(g cosλℓ +
f

λ
sinλℓ)

∑m
k=1 pk

∏
j 6=k qj∏m

j=1 qj
.

This equality, taking into account (64), (65), gives
m∑

k=1

fk = −iλg( p∏m
j=1 qj

− i sinλℓ) − f(
q∏m

j=1 qj
− cosλℓ)

= −λg sinλℓ+ f cosλℓ − iλpg + qf∏m
j=1 qj

= −λg sinλℓ+ f cosλℓ = θx(ℓ).

Thus, the numbers f1, ..., fm satisfy (63).
Case b). The relations (64), (65) together with q1(λ) = 0 give

p(λ) = cosλℓp1(λ)
∏

j 6=1

qj(λ), q(λ) = i sinλℓp1(λ)
∏

j 6=1

qj(λ),

and from (59) we obtain

0 = q(λ)f + iλp(λ)g = iλ(gcosλℓ+
g

λ
sinλℓ)p1(λ)

∏

j 6=1

qj(λ) = iλθ(ℓ)p1(λ)
∏

j 6=1

qj(λ).

But
∏
j 6=1 qj(λ) 6= 0 and then, necessarily, θ(ℓ)p1(λ) = 0. It means that if we

choose f1 = θx(ℓ) and f2, ..., fm verifying
m∑

k=2

fk = 0 and qk(λ)fk + iλpk(λ)θ(ℓ) = 0 for k = 2, ...,m,

as in the previous case then the condition (63) is satisfied.
So far, we have proved the existence of a solution. It turns out that for the

solutions satisfying (IV.10) we can give an explicit formula. Indeed, if we apply
propositions IV.7 and IV.8 to the solution

θ̄(t, x) = eiλtθ̄(x)

of (N) we obtain

iλp(λ)θᾱ(0) = k̂(λ)θx(0) = k̂(λ)f, p(λ)θᾱx(0) = −l(λ)θx(0) = −l(λ)f,(66)

q(λ)θᾱ(0) = k(λ)θ(0) = k(λ)g, q(λ)θᾱx (0) = iλl(λ)θ(0) = iλl(λ)g,(67)

where k, k̂, l and r are the functions associated to the operators K, K̂, L and R,
respectively, according to Remark IV.1.

On the other hand, the condition (60) implies that at least one of the numbers
p(λ) or q(λ) is different from zero (see Proposition IV.12 below). Therefore, one
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of the equalities (66), (67) provides us with an explicit formula for the values of
θᾱ(0) and θᾱx(0) for any ᾱ ∈ IM and thus, for the solution θ̄. In particular, if
f = g = 0 the corresponding solution vanishes identically on A, what clearly
implies the uniqueness of the solution for arbitrary values of f and g. �

Remark IV.5. The converse assertion is also true, even if the condition (60)
is not fulfilled. Indeed, if θ̄ is a solution of (NE) then

θ̄(t, x) = eiλtθ̄(x)

is a solution of (N) and

θt(t, 0) = iλeiλtθ(0), θx(t, 0) = eiλtθx(0).

Then, from the relations (19) and (58) it follows

0 = Pθt(t, 0) + Qθx(t, 0) = (ipλθ(0) + qθx(0))eiλt,

for every t ∈ R. Thus, (59) holds.

Now we are ready to prove the following basic property.

Proposition IV.11. Let 0 6= λ ∈ R. Then λ2 is an eigenvalue of A if and
only if q(λ) = 0.

Proof. First we prove that q(λ) = 0 implies that λ2 is an eigenvalue, i.e., that
there exists a non-zero solution of (53)-(57) for that value of λ. If the tree verifies
(60) then this fact follows immediately from Proposition IV.10 choosing g = 0,
f 6= 0. Note that the condition 0 6= f = θx(0) guarantees that θ̄ is not identically
equal to zero. In particular, the assertion is true for a string, as it always verifies
(60).

In the general case when the condition (60) may fail, we follow an induction
argument: we suppose that the assertion has been proved for all the sub-trees Aᾱ

with non-empty ᾱ.
If qᾱ◦i(λ) = qᾱ◦j(λ) = 0 for some ᾱ ∈ IM, i 6= j, then, according to the induc-

tion hypothesis, λ2 is an eigenvalue of both Aᾱ◦i and Aᾱ◦j . Then from Proposition

IV.9 it follows that λ2 is an eigenvalue of A, too.
Let us see now the converse assertion. Let θ̄ be a non-zero eigenfunction cor-

responding to the eigenvalue λ2. Then the function ū(t, x) = eiλtθ̄(x) is a solution
of (N). Choose ᾱ ∈ I such that one of the numbers θᾱ(0) or θᾱx (0) is different from
zero (that is possible since, otherwise, it would be θ̄ ≡ 0). For this solution of (N)
we have for every ᾱ ∈ I

Fᾱ(t) = eiλtθᾱx(0), Gᾱ(t) = iλeiλtθᾱ(0),

and in particular, G ≡ 0. Then, from the Propositions IV.7 and IV.8 it follows that

0 = LᾱG = QFᾱ = Qeiλtθᾱx(0) = q(λ)θᾱx(0),

0 = KᾱG = QGᾱ = Qeiλtθᾱ(0) = iλq(λ)θᾱ(0),

and therefore, necessarily, q(λ) = 0. �
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4.2. Further properties of p and q.

Proposition IV.12. For every tree A the following properties hold:
(i) one of the functions p, q is even and the other is odd;
(ii) there exists λ0 ∈ R such that p(λ0) = q(λ0) = 0 if, and only if, there exist

two sub-trees Aᾱ◦i, Aᾱ◦j, i 6= j, with common root Oᾱ such that

qᾱ◦i(λ0) = qᾱ◦j(λ0) = 0.

Proof. We proceed by induction. For a single string

p(λ) = cosλℓ, q(λ) = i sinλℓ.

In this case (i) is trivial. Assertion (ii) follows from the fact that |p|2 + |q|2 = 1.
Suppose now that (i), (ii) are true for the sub-trees A1, . . . ,Am.
Let h be a function, which is either even or odd. Denote

ρ(h) =

{
1 if h even,

−1 if h is odd.

The function ρ is multiplicative:

ρ(h1h2) = ρ(h1)ρ(h2).

According to the definitions of p and q and the formulas (28), (29) we have
that

(68) q(λ) = i sinλℓ

m∑

i=1

pi(λ)
∏

j 6=i

qj(λ) + cosλℓ

m∏

i=1

qi(λ),

(69) p(λ) = cosλℓ

m∑

i=1

pi(λ)
∏

j 6=i

qj(λ) + i sinλℓ

m∏

i=1

qi(λ).

The hypotheses with respect to the sub-trees imply that ρ(pi) = −ρ(qi), i =
1, . . . ,m. Then,

ρ(i sinλℓ pi(λ)
∏

j 6=i

qj) =

m∏

i=1

ρ(qi); ρ(cosλℓ

m∏

i=1

qi) =

m∏

i=1

ρ(qi).

From these relations and (69) we obtain

ρ(q) =

m∏

i=1

ρ(qi).

In an analogous way it is proved that

ρ(p) = −
m∏

i=1

ρ(qi).

From these two last equalities it holds ρ(p) = −ρ(q). This proves the property (i).
We now prove (ii). If p(λ0) = q(λ0) = 0 then, from (68), (69) it follows that

0 = q(λ0) = i sinλ0ℓ

m∑

i=1

pi(λ0)
∏

j 6=i

qj(λ0) + cosλ0ℓ

m∏

i=1

qi(λ0),

0 = p(λ0) = cosλ0ℓ
m∑

i=1

pi(λ0)
∏

j 6=i

qj(λ0) + i sinλ0ℓ
m∏

i=1

qi(λ0).
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This implies that

(70)

m∑

i=1

pi(λ0)
∏

j 6=i

qj(λ0) = 0,

(71)

m∏

i=1

qi(λ0) = 0.

These equalities are verified if, and only if, for some i0

qi0(λ0) = 0, pi0(λ0)
∏

j 6=i0

qj(λ0) = 0

and this is equivalent to the fact that one of the following assertions is true
(a) there exists i1 6= i0 such that qi1(λ0) = 0;
(b) pi0(λ0) = 0.

In the first case assertion (ii) follows immediately. In (b), according to the induction
assumption, there exist sub-trees of Ai0 , and consequently also of A, that verify
condition (ii). �

With the aid of the previous proposition it is possible to calculate how the
operator Q acts on the functions sinλt and cosλt.

Corollary IV.1. The following equalities are verified

Q sinλt =

{
q(λ) sinλt if q is even,
− iq(λ) cosλt if q is odd,

Q cosλt =

{
q(λ) cosλt if q is even,
iq(λ) sinλt if q is odd.

Remark IV.6. As a consequence of the previous formulas, when q is an even
function then it is real valued, while, when it is odd then iq is real valued.

5. Observability results

In this section we express the inequalities from Theorem IV.1 in terms of the
initial data of the solution φ̄. This allows us to obtain weighted observability
inequalities, with explicit weights on the Fourier coefficient of the initial data of the
solution. Further, we study under what conditions those weights are different from
zero.

5.1. Weighted observability inequalities. As stated above, a solution φ̄
of (1)-(5) is expressed in terms of the initial data φ̄0, φ̄1 by the formula

(72) φ̄(t) =
∑

k∈Z+

(
φ0,k cosλkt+

φ1,k

λk
sinλkt

)
θ̄k,

where {φ0,k}, {φ1,k} are the sequences of Fourier coefficients of φ̄0, φ̄1 with respect

to the orthonormal basis of eigenfunctions {θ̄k}k∈Z+ and λk =
√
µk.

Besides, the energy of the solution φ̄ is given by

(73) Eφ̄ =
1

2

∑

k∈Z+

(
λ2
kφ

2
0,k + φ2

1,k

)
.
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The operators Dᾱ defined in Section 3 are of type S. Then, according to
Remark IV.1, there exist functions dᾱ such that

Dᾱe
iλt = dᾱ(λ)eiλt.

In particular, when ᾱ is the empty index we have d(λ) ≡ 1.
These functions, taking into account (37) are expressed as

(74) dᾱ :=




m∏

i=1, i6=α1

qi






mα1∏

i=1, i6=α2

qα1,i


 · · ·



mα1,...,αk−1∏

i=1, i6=αk−1

qα1,...,αk−1,i


 ,

and then Proposition IV.12 allows to ensure that, for every ᾱ ∈ I, dᾱ is an even or
odd function. Moreover, from Corollary IV.1 we have the equalities

(75)

Dᾱ sinλt =

{
dᾱ(λ) sinλt for dᾱ even,
− idᾱ(λ) cosλt for dᾱ odd,

Dᾱ cosλt =

{
dᾱ(λ) cosλt for dᾱ even,
idᾱ(λ) sinλt for dᾱ odd.

Now fix ᾱ ∈ IM and denote ω̄ = Dᾱφ̄. The function ω̄ is also a solution of
(1)-(5) and, from (72),

ω̄(t) = Dᾱφ̄(t) =
∑

k∈Z+

(
φ0,k Dᾱ cosλkt+

φ1,k

λk
Dᾱ sinλkt

)
θ̄k.

Then, from (75) it follows that

ω̄(t) =
∑

k∈Z+

dᾱ(λk)

(
φ0,k cosλkt+

φ1,k

λk
sinλkt

)
θ̄k, if dᾱ is even,

ω̄(t) =
∑

k∈Z+

idᾱ(λk)

(
φ0,k sinλkt−

φ1,k

λk
cosλkt

)
θ̄k, if dᾱ is odd.

Thus, in both cases, the energy of ω̄ computed by the formula (73) is given by

(76) Eω̄ =
1

2

∑

k∈Z+

|dᾱ(λk)|2
(
λ2
kφ

2
0,k + φ2

1,k

)
.

With this, the inequality of Theorem IV.1 may be written in terms of the initial
data of the solution φ̄ as:

(77)
∑

k∈Z+

|dᾱ(λk)|2
(
λ2
kφ

2
0,k + φ2

1,k

)
≤ C

∫ 2TA

0

|F (t)|2dt = C

∫ 2TA

0

|φx(t, 0)|2dt,

Consequently, if we define

(78) ck = max
ᾱ∈IS

|dᾱ(λk)|,

we obtain:

Theorem IV.2. There exists a positive constant C, such that

(79)
∑

k∈Z+

c2k
(
λ2
kφ

2
0,k + φ2

1,k

)
≤ C

∫ 2TA

0

|φx(t, 0)|2dt,

for every solution φ̄ with initial data (φ̄0, φ̄1) ∈ V ×H.
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Remark IV.7. It is easy to prove, using, e.g., formula (72) for the solutions,
that if inequality (79) holds then for every α, T ∈ R,

(80)
∑

k∈Z+

c2k
(
λ2
kφ

2
0,k(T ) + φ2

1,k(T )
)
≤ C

∫ α+2TA

α

|φx(t, 0)|2dt,

where φ0,k(T ) and φ1,k(T ) are the Fourier coefficients of φ̄|t=T and φ̄t|t=T , respec-

tively, in the basis {θ̄k}k∈Z+.

5.2. Non-degenerate trees. In general, some of the coefficients ck in the
inequality (79) may vanish. That is why we consider a special class of trees for
which all those numbers are different from zero.

Definition IV.1. A tree A is said to be non-degenerate if the numbers ck,
defined for that tree by (78), are different from zero for every k ∈ Z+. Otherwise,
the tree is said to be degenerate.

The following proposition provides us with a more transparent characterization
of non-degenerate trees.

Proposition IV.13. The tree A is non-degenerate if and only if the spectra
σᾱ◦i, σᾱ◦j of any two sub-trees Aᾱ◦i, Aᾱ◦j of A with common Oᾱ root are disjoint.

Proof. Note that it takes place a more general fact: an inequality like (79)
with different from zero coefficients ck (not necessarily given by (78)) is impossible
for a tree having two sub-trees with common root that share an eigenvalue µ.
Indeed, in such case, with the help of Proposition IV.9 we can construct a non-zero
solution φ̄ of (1)-(5) such that φx(t, 0) ≡ 0. With this, a (79)-like inequality would
give ∑

k∈Z+

c2k
(
λ2
kφ

2
0,k + φ2

1,k

)
≤ 0,

what is false, since φ̄ is not identically equal to zero.
For the converse assertion we argue by contradiction. We will prove that if

ck = 0 for some k ∈ Z+ and any two sub-trees of A with common root have disjoint
spectra then dᾱ(λk) = 0 for any ᾱ ∈ I. In particular, d(λk) = 0, what would
contradict the fact that d(λk) = 1.

Note firstly, that the property is immediate for exterior nodes, since

ck ≥ |dᾱ(λk)|
for ᾱ ∈ IS.

For the interior nodes we follow a recursive argument: if ᾱ ∈ IM and dᾱ◦β(λk) =
0 for all β = 1, ...,mᾱ then dᾱ(λk) = 0.

Indeed, we have that, for every β = 1, ...,mᾱ,

(81) dᾱ◦β = dᾱ
∏

i6=β

qᾱ◦i.

Assume that dᾱ 6= 0. Then (81) implies that
∏

i6=1

qᾱ◦i = 0

and thus, there exists i∗ 6= 1 such that

(82) qᾱ◦i∗ = 0.
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But then, from the equalities dᾱ◦i∗ = 0 and (81) it follows that there exists j∗ 6= i∗

satisfying

(83) qᾱ◦j∗ = 0.

However, the equalities (82) and (83) ensure, according to Proposition IV.11, that

µk = λ2
k is a common eigenvalue of the sub-trees Aᾱ◦i∗ and Aᾱ◦j∗ . But that is

impossible for the tree A. Thus, dᾱ(µk) = 0. This completes the proof of the
proposition. �

Remark IV.8. According to the previous proposition, if the spectra of some
two sub-trees of A with common root have non-void intersection, inequality (79)
degenerates; we can not recover information on the Fourier coefficients φ0,n, φ1,n

of the initial data of φ̄ from the observation of φx(t, 0), for those values of n such
that cn = 0. However, as it has been indicated in the proof, this fact is not due
to the technique used to obtain the inequality, since for degenerate trees no (79)-
like inequality with all the coefficients ck being different from zero, holds. Thus,
Theorem IV.2 is sharp in the following sense: it provides inequality (79) whenever
one such inequality exists.

Corollary IV.2 (Unique continuation property). If the tree A is non-degenerate
and φ̄ is a solution of (7)-(11) such that φx(t, 0) = 0 for almost all t ∈ [0, 2LA]
then, φ̄ ≡ 0.

Remark IV.9. Combining Propositions IV.12(ii) and IV.13, we obtain an al-
ternative characterization of the non-degenerate trees: A is non-degenerate if, and
only if,

|p(λ)|2 + |q(λ)|2 6= 0

for every λ ∈ R.

Proposition IV.14. If the tree A is non-degenerate then all its eigenvalues
are simple.

Proof. If λ2
k is an eigenvalue of a non-degenerate tree then, according to

Proposition IV.11 and Remark IV.9,

q(λk) = 0, p(λk) 6= 0.

Consequently, if θ̄k is an eigenfunction of A corresponding to λ2
k, formula (66) gives

θᾱ(0) =
k̂(λk)

iλkp(λk)
θx(0), θᾱx(0) =

−l(λk)
p(λk)

θx(0),

Thus, θ̄k is determined, up to the constant factor θx(0), in a unique way. �

Remark IV.10. Let (µ̃k)n∈Z+ be the strictly increasing sequence of the eigen-
values µk of a tree without taking into account their multiplicity. In Chapter V
we will prove that µ̃k verifies µNk ≤ µ̃k ≤ µDk , for k ∈ Z+, where {µDk }k∈Z+ and

{µNk }k∈Z+ are the ordered sequences formed by the distinct eigenvalues of the strings
with Dirichlet or Neumann homogeneous boundary conditions, respectively. This
fact will allow to prove that an inequality of type (79) is impossible for T < 2LA

(see Theorem V.1). Moreover, in this case the system (1)-(5) is not approximately
controllable, and then, is not approximately controllable either.
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5.3. On the size of the set of non-degenerate trees. Now we give some
information on the size of the set of degenerate trees. It turns out that almost
all trees with the same topological structure are non-degenerate in the sense of a
measure, defined in a natural way on the set of trees with that structure.

Let us be more precise. We shall say that two trees are topologically equivalent
if their edges can be numbered with the same set of multi-indices. This means that
they may differ only in the lengths of their edges. In particular, two equivalent trees
have the same number of edges and vertices. The classes of topologically equivalent
trees are called topological configurations.

Fix a topological configuration Σ with d edges. We assume that in the set of
indices I for the elements of the trees belonging to Σ, a criterion of ordering have
been defined and use the notation < A > for the corresponding ordered set of the
lengths of the edges of A ∈ Σ.

Then Σ may be identified with (R+)d by means of the canonical mapping
π : Σ → Rd defined by

π(A) =< A >∈ Rd.

Let µΣ be the measure induced in Σ by the Lebesgue measure of Rd through
the mapping π. That is, if B ⊂ Σ then

µΣ(B) = md(π(B)),

where md is the usual Lebesgue measure in Rd.
It takes place

Proposition IV.15. Given a topological configuration Σ, almost every tree (in
the sense of the measure µΣ) with that topological configuration is non-degenerate.

Proof. Let Di,j
ᾱ ⊂ Σ denote the set of those trees A, such that its sub-trees

Aᾱ◦i and Aᾱ◦j are non-degenerate and have a common eigenvalue. Then the set
Σdeg ⊂ Σ of degenerate trees may be decomposed as

(84) Σdeg =
⋃

ᾱ∈IM

mᾱ⋃

i,j=1 i6=j

Di,j
ᾱ .

We will prove that µΣ(Di,j
ᾱ ) = 0, for every ᾱ ∈ IM, i, j = 1, ...,mᾱ, i 6= j. This

fact, in view of (84), will imply µΣ(Σdeg) = 0. In what follows we consider that ᾱ,
i and j are fixed.

The idea of the proof is simple. We fix a tree B having the structure2 of
Aᾱ◦i ∨ Aᾱ◦j (defined as in Remark IV.4) and extend it (i. e., we add edges) to a

tree A ∈ Di,j
ᾱ . According to Remark IV.4, that is equivalent to choosing the node

Oᾱ of A ∈ Σ in a point of a string of B (precisely, of that string where it should be
located to agree with the structure of Σ) where some eigenfunction of B vanishes.
Once Oᾱ has been chosen, the lengths of the remaining strings of A may be taken
arbitrarily.

Observe that we may assume that no (non-identically zero) eigenfunction of
B vanishes identically on the string that contains Oᾱ, since, otherwise, one of the
sub-trees of Aᾱ◦i or Aᾱ◦j of the tree A, obtained with this procedure, would be

degenerate and thus, A /∈ Di,j
ᾱ . This assumption implies that all the eigenfunctions

2That is, B is topologically equivalent to Aᾱ◦i ∨ Aᾱ◦j .



6. CONSEQUENCES CONCERNING THE CONTROLLABILITY 105

of B are simple and then the node Oᾱ should be chosen in a set of points, which is
at most denumerable.

Thus, we have obtained, after some re-ordering if needed, that the set π(Di,j
ᾱ )

is contained in a set of the form

(85)
{
(h1, h2, ..., hd) ∈ (R+)d : h1 + h2 = h, h1 ∈ N(h, h3, ..., hd)

}
,

where N(h, h3, ..., hd) is a denumerable set depending on h and h3, ..., hd.
It is easy to see, using, e.g., the Fubbini’s theorem, that a set defined by (85) has

d-dimensional Lebesgue measure equal to zero. Thus, the same is true of π(Di,j
ᾱ )

and then µΣ(Di,j
ᾱ ) = 0. This completes the proof. �

Corollary IV.3. The set Σ \ Σdeg of non-degenerate trees is dense in Σ
provided with the metrics induced in Σ by the usual metrics of Rd through π.

Remark IV.11. The set Σdeg, even though is small in the sense of µΣ, is dense
in Σ. Indeed, it suffices to see that, if two edges of a tree with rationally dependent
lengths have a common vertex and their other vertices are exterior then the tree is
degenerate.

6. Consequences concerning the controllability

Gathering the facts of the previous sections we obtain the following character-
ization of the controllability properties of trees.

Theorem IV.3. Let A be a tree and T > 0. Then,
a) If T ≥ 2LA the properties

1) the system (1)-(6) is spectrally controllable in time T ;
2) the system (1)-(6) is approximately controllable in time T ;
3) A is non-degenerate;
4) any two sub-trees of A with common root have disjoint spectra;

are equivalent and, when they are true, all the initial states of the space W,
defined by

W =

{
(ū0, ū1) ∈ V ×H ′ :

∑

n∈N

1

c2n

(
|u0
n|2 +

1

µn
|u1
n|2
)
<∞

}
,

where the weights cn are given by (78), are controllable in time T . Besides, these
properties are true for almost all tree, topologically equivalent toA.

b) If T < 2LA the spectral controllability property is false, independently on whether
the tree is degenerate or not.

Proof. The assertion a) follows from the implications:
1) ⇒ 2). This is a general fact, since Z × Z is dense in H × V ′ and then, the

spectral controllability is a particular case of approximate controllability.
2) ⇒ 3). Follows from the fact stated in Proposition IV.13 and Remark IV.8,

that, for non-degenerate trees there exist non-zero eigenfunctions, which vanish
identically on the string that contains the root. Those eigenfunctions do not satisfy
the unique continuation property from the root.

3) ⇒ 4). Has been proved in Proposition IV.13.
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4) ⇒ 1). It is also a consequence of Proposition IV.13. If any two sub-trees of
A with common root have disjoint spectra, there exists a constant C, such that

∑

n∈N

c2n
(
λ2
nφ

2
0,n + φ2

1,n

)
≤ C

∫ 2LA

0

|φx(t, 0)|2dt,

for every solution φ̄ of (7)-(12) with initial state (φ̄0, φ̄1) ∈ V × H , where all the
coefficients cn are different from zero. This implies that the space of initial states

W =

{
(ū0, ū1) ∈ V ×H ′ :

∑

n∈N

1

c2n

(
|u0
n|2 +

1

µn
|u1
n|2
)
<∞

}

is controllable in any time T ≥ 2LA. In particular, the space Z × Z will be
controllable.

The assertion b) in the general case of arbitrary networks, whose structure is
not necessarily a tree. This fact will be proved in Theorem V.1. �

7. Simultaneous observability and controllability of networks

The results of the previous sections allows to consider the one-node control
problem for several (a finite number) of tree-shaped networks when the same control
function is used to control all of them, i.e., when they are controlled simultaneously.

Let A1,...,AR be the trees associated to the controlled networks. For the ele-
ments of the network whose graph is Ar we will use the same notations as in the
preceding sections but adding the superscript r to them. Thus, the solution of
(1)-(6) for the tree Ar (in what follows we shall briefly refer to this problem as
(1)r-(6)r) is denoted by ūr and the spaces V and H constructed for that tree by
V r and Hr.

We define the space

W =

R∏

r=1

V r ×Hr,

endowed with the product Hilbert structure. The elements of W are called simul-
taneous states.

We shall say that the simultaneous state w̄ ∈ W, is controllable in time T if
it is possible to find a control function v ∈ L2(0, T ) such that the solutions ūr of
(1)r-(6)r with initial states (ūr0, ū

r
1) (the components of w̄) and vr = v verify

ūr(T, x) = ūrt (T, x) = 0̄,

for every i = 1, ..., R.
Once again using HUM, the problem of characterizing the controllable simul-

taneous states is reduced to the study of observability inequalities for the corre-
sponding homogeneous systems. Indeed, assume that there exist non-zero numbers
ckn, n ∈ Z+, k = 1, ..., R, such that for every k the inequality

(86)

∫ T

0

|
R∑

r=1

urx(0, t)|2dt ≥
∑

n∈Z+

(ckn)2
(
µkn|uk0,n|2 + |uk1,n|2

)
,

holds for all the initial simultaneous states w̄ ∈ W, where {ur0,n} and {ur1,n} are the
sequences of Fourier coefficients of the components ūr0 and ūr1 of the initial state in
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the bases {θ̄rn} of Hr, respectively, and ūr is the solution of (1)r-(6)r with vr = 0
and define the sets

(87) W
r = {(ūr0, ūr1) ∈ V r × (Hr)′ : ‖(ūr0, ūr1)‖r <∞} ,

where

‖(ūr0, ūr1)‖2
r :=

∑

n∈Z+

1

(crn)2

(
|ur0,n|2 +

1

µrn
|ur1,n|2

)

Then, all the initial simultaneous states w̄ ∈ W =
∏r
i=1 Wr are controllable in

time T .
In particular, if the inequalities (86) hold then the initial simultaneous states

w̄ ∈ ∏r
1=1 Z

r × Zr are controllable (recall that Zr is the set of all finite linear

combinations of the eigenfunctions θ̄
r

n). In this case, the networks are said to be
simultaneously spectrally controllable.

Moreover, the set of controllable simultaneous states in time T is dense in
W (when that holds the networks are said to be simultaneously approximately
controllable in time T ) if and only if the following unique continuation property
takes place:

(88)

R∑

r=1

urx(0, t) = 0 in L2(0, T ) implies (ūr0, ū
r
1) = 0̄ for every r = 1, ..., R.

It is clear that, if a simultaneous state is controllable then each of its compo-
nents is also controllable for the corresponding network. This implies that the if
we expect at least the approximate controllability to hold, then we need to assume
that all the trees supporting the networks are non-degenerate.

On the other hand, if two of the trees, say A1 and A2, have a common eigenvalue
then, using the pasting procedure described in the proof of Proposition IV.9, we
can construct non-zero solutions of (1)r-(6)r, r = 1, 2, such that

u1
x(t, 0) + u2

x(t, 0) = 0, t ∈ R.

Therefore, choosing zero initial states for all the remaining trees Ar, r = 3, ..., R, we
obtain a simultaneous initial state in W for which inequalities (86) are impossible
and moreover, for which the unique continuation property (88) fails.

Thus, the conditions that the trees Ar, r = 1, ..., R, are non-degenerate and
their spectra are pairwise disjoint are necessary for the simultaneous approximate
controllability, and then for the spectral controllability. As we shall see, these
conditions are also sufficient.

Put T ∗ =
∑r
i=1 L

i. For every k = 1, ..., R we define the operator

Q̂k :=

R∏

r=1, r 6=k

Q
r,

where Qr is the operator Q for the tree Ar. Note that Q̂k is an S-operator with

s(Q̂k) = T ∗ − Lk.

Let q̂k be the function associated to Q̂k according to Remark IV.1. Then

(89) q̂k =
R∏

r=1, r 6=k

qr,
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where qr is the function corresponding to Qr.

Proposition IV.16. If for a given k there exist numbers cn, n ∈ Z+, such that
every solution of (1)k-(6)k with vk = 0 and initial state

(ūk0 , ū
k
1) = (

∑

n∈Z+

uk0,nθ̄
k

n,
∑

n∈Z+

uk1,nθ̄
k

n) ∈ V k ×Hk

satisfies

(90)

∫ 2Lk

0

|ukx(0, t)|2dt ≥
∑

n∈Z+

c2n
(
µkn|uk0,n|2 + |uk1,n|2

)
,

then

(91)

∫ 2T∗

0

|
R∑

r=1

urx(0, t)|2dt ≥
∑

n∈Z+

c2n|q̂k(λkn)|2
(
µkn|uk0,n|2 + |uk1,n|2

)
,

for every (ūr0, ū
r
1) ∈ V r ×Hr, r = 1, ..., R.

Proof. As Q̂k is an S-operator with s(Q̂k) = T ∗−Lk, using Proposition IV.3(i)
we get

(92)

∫ 2T∗

0

|
R∑

r=1

uix(0, t)|2dt ≥
∫ T∗+Lk

T∗−Lk

|Q̂k
R∑

r=1

uix(0, t)|2dt.

But, as Qrurx(0, t) = 0, then Q̂kū
k if r 6= k. Thus, inequality (92) becomes

(93)

∫ 2T∗

0

|
R∑

r=1

uix(0, t)|2dt ≥
∫ T∗+Lk

T∗−Lk

|Q̂kukx(0, t)|2dt.

Now we consider the function ω̄ = Q̂kū. As ω̄ is clearly a solution of (1)k-(5)k,
then, according to (90) and Remark 80 it holds

(94)

∫ T∗+Lk

T∗−Lk

|ωx(0, t)|2dt ≥
∑

n∈Z+

c2n
(
µknω

2
0,n + ω2

1,n

)
.

On the other hand, it is simple to prove that the Fourier coefficients of the
initial data of ū and ω̄ are related by

(95) µknω
2
0,n + ω2

1,n = q2k(λ
k
n)
(
µknu

2
0,n + u2

1,n

)
.

Finally, combining (93)-(95) and the fact that ωx(0, t) = Q̂ku
k
x(0, t), the in-

equality (91) is obtained. �

Now, if the trees A1,...,AR are non-degenerate then we have for every r =
1, ..., R inequalities (90) with non-zero coefficients cn (depending on r), which are
explicitly computed by formulas (78). Therefore, according to the Proposition
IV.16, we shall also have inequalities (86) with explicitly computed coefficients

crn = |q̂r(λrn)|cn,
which are all different from zero whenever the spectra of any two of the trees Ar

are disjoint, since q̂r(λ
r
n) 6= 0 for all r = 1, ..., R and n ∈ Z+. Indeed, if q̂r(λ

r
n) = 0

for some r and n then equality (89) would imply that qi(λrn) = 0 for some i 6= r
and thus, from Proposition (IV.11), µrn would be a common eigenvalue of the trees
Ar and Ai.
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Consequently, we are able to construct, under those assumptions, a space

W =
R∏

r=1

W
r,

where Wr are defined by (87), of controllable simultaneous states in time 2T ∗. In
particular,

Corollary IV.4. The trees A1,...,AR are simultaneously spectrally control-
lable in some time T (and then in time 2T ∗), if and only if they are spectrally
controllable and their spectra are pairwise disjoint.

8. Examples

8.1. Star-shaped network with n strings. In the framework of the study
of the controllability of networks of strings from an exterior node, the star-shaped
network with n strings constitutes the simplest example of a network with an
arbitrary number of strings.

The star-shaped network with n strings is formed by n strings connected at one
point. When n = 3, this network is the three string network studied in Chapter
III.

Let us call A the star-shaped graph that supports the network. Following
the numbering criterion introduced in Section 1 for trees, we will denote byR the
controlled node and by O the interior node, that where the strings are coupled.
The controlled string will denoted by e and its length by ℓ. The remaining n − 1
exterior nodes are denoted by Oi, i = 1, ..., n− 1, the string that contains Oi by ei
and the length of this string by ℓi.

•

•

ℓ

••

•
•

•
•

ℓn−1

ℓ1

(nodo controlado)

ℓ2
ℓn−2

Figure 3. Star-shaped network with n strings

The only sub-trees of A are the strings ei, i = 1, ..., n− 1:

Ai = {ei}.
Therefore, the spectra σi of the sub-trees coincide with the eigenvalues of the ho-
mogeneous Dirichlet problem for a string and are given by

σi =

{(
kπ

ℓi

)2

: k ∈ Z

}
i = 1, ..., n− 1.
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The non-degeneracy condition of A is σi ∩ σj = ∅ for every pair i, j with i 6= j.
This means

kπ

ℓi
6= mπ

ℓj

for all k,m ∈ Z, which is equivalent to the fact that ℓi
ℓj

is irrational.

We can conclude, applying Theorem IV.3, that if LA is the sum of the lengths
of all the strings of the network then it takes place

Corollary IV.5. The star-shaped network with n strings is approximately
controllable in some time T ≥ 2LA (and then spectrally controllable in time T =
2LA) if, and only if, the ratio of any two of the lengths of the uncontrolled strings
is an irrational number.

Besides, when the non-degeneracy condition is fulfilled, all the initial states
(ū0, ū1) ∈ V ′ ×H satisfying

(96)
∑

k∈N

1

c2k
u2

0,k <∞,
∑

k∈N

1

c2kµk
u2

1,k <∞,

are controllable in time T = 2LA. Recall than in (96) µk = λ2
k are the eigenvalues

of the network and the coefficients ck are defined by (78):

ck = max
i=1,...,n−1

∏

j 6=i

|qj (λk)| ,

where qj is the function associated to the operator Qj for the sub-tree Aj .

But, as Aj coincides with the string ej , the operator Qj coincides with ℓ−j (see

Subsection 2.1, where the operators P and Q are computed for a string) and then,
from Remark IV.1,

qj (λk) = i sinλkℓj.

In conclusion,

ck = max
i=1,...,n−1

∏

j 6=i

|sinλkℓj | .

In Appendix A we pay special attention to the function

a(λ, ℓ1, ..., ℓn−1) :=
n−1∑

i=1

∏

j 6=i

|sinλℓj| .

There we provide conditions on the values of ℓ1, ..., ℓn−1 such that, for every λ ∈ R,
an inequality of the type

a(λ, ℓ1, ..., ℓn−1) ≥ Cλα

is satisfied. These conditions involve certain set Bε, ε > 0, which are defined in
Appendix A, p. 160, where in addition, some conditions on the lengths, called
conditions (S), are introduced.

As, obviously, nck ≥ a(λk, ℓ1, ..., ℓn−1) then, applying Corollary A.2 we obtain

Corollary IV.6. If the numbers ℓ1, ..., ℓn−1 are such that for all values i, j =
1, ..., n − 1, i 6= j, the ratios ℓi

ℓj
belong to Bε then, there exists a constant Cε > 0

such that

ck ≥ Cε

λn−2+ε , k ∈ N.

Therefore, all the initial states (ū0, ū1) ∈ V n−2+ε×V n−3+ε are controllable in time
T = 2LA.
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Under more restrictive assumptions on the lengths of uncontrolled strings, it is
possible to guarantee the existence of a larger subspace of controllable initial states:

Corollary IV.7. If the numbers ℓ1, ..., ℓn−1 verify the conditions (S) then,
for every ε > 0, there exists a constant Cε > 0 such that

ck ≥ Cε

λ1+ε , k ∈ N.

Therefore, all the initial states(ū0, ū1) ∈ V 1+ε × V ε are controllable in time T =
2LA.

Remark IV.12. When n = 3 the results of Corollaries IV.6 and IV.7 coincide
coincide with Corollary III.5 II relative to the three string network.

8.2. Simultaneous control of n strings. This problem is quite similar to
the previous one, though in fact it is simpler. It consists in controlling n strings
e1, ..., en of lengths ℓ1, ..., ℓn, which are not coupled; we just use the same function
to control all the strings. This is the simplest example of simultaneous control of
an arbitrary number of tree-shaped networks in the sense of Section 7. Let us note
that the case n = 2 has been already studied in Section 2 of Chapter III. As it was
pointed out there, this is the problem studied in [6], [4], [10], [8], [9], with the help
of Theorem II.6. In [27] this problem was solved using the technique we describe
here.

The controlled system is

(97)





uitt − uixx = 0 (t, x) ∈ R×[0, ℓi],

ui(t, ℓi) = 0, ui(t, 0) = v(t) t ∈ R,

ui(0, x) = ui0(x), uit(0, x) = ui1(x) x ∈ [0, ℓi],

for i = 1, ..., n.
Let us observe that this system may be viewed as a star-shaped network with

n controlled from the interior node, that is, from the coupling point.
According to Corollary IV.4 of Section 7, the n strings are simultaneously

spectrally controllable in some time T (and then also in time T0 = 2
∑n
i=1 ℓi) if,

and only if, the spectra of any two strings are disjoint. This is equivalent to the
fact that all the ratios ℓi

ℓj
with i 6= j are irrational numbers.

It is possible to obtain additional information directly from Proposition IV.16.
In this case, the controlled trees are strings: Ai = {ei}. Then we have Qi = ℓ−i and
therefore

Qi = ℓ−i , Q̂i =
∏

j 6=i

Qj =
∏

j 6=i

ℓ−j , |q̂i(λ)| =
∏

j 6=i

|sin(λℓj)| .

Besides, the eigenvalues (µik) and eigenfunctions (θik) of each Ai may be explicitly
computed:

µik =

(
kπ

ℓi

)2

, θik(x) =

√
2

ℓi
sin(

kπ

ℓi
x).

On the other hand, if (ui0,k), (u
i
1,k) denote the sequences of Fourier coefficients

of the initial state (ūi0, ū
i
1) of the string ei in the basis (θik), then

(98)

∫ 2ℓi

0

∣∣uix(t, 0)
∣∣2 ≥ 4

∑

k∈N

(
µik(u

i
0,k)

2 + (ui1,k)
2
)
,
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for every solution

uitt − uixx = 0, ui(t, 0) = ui(t, ℓi) = 0,

with initial states (ūi0, ū
i
1) ∈ Zi × Zi (this is the observability inequality of a string

from one of its extremes, see Proposition II.1).
Applying Proposition IV.16 to the inequalities (98) it hold that for every i =

1, ..., n, the inequalities

∫ T∗

0

∣∣∣∣∣
n∑

i=1

uix(t, 0)

∣∣∣∣∣

2

dt ≥ 4
∑

k∈N

∣∣q̂i(λik)
∣∣2 (µik(ui0,k)2 + (ui1,k)

2
)
,

are verified for every i = 1, ..., n and every solution of the homogeneous version of
(97) with simultaneous initial state (ūi0, ū

i
1) ∈ Zi × Zi, i = 1, ..., n.

These are the observability inequalities associated to the problem (97): if for
each i = 1, ..., n, the simultaneous initial state (ui0, u

i
1), i = 1, ..., n, satisfies

∑

k∈N

(ui0,k)
2

∣∣q̂i(λik)
∣∣2 <∞,

∑

k∈N

(ui1,k)
2

∣∣q̂i(λik)
∣∣2 µik

<∞,

then, that state is controllable in time T ∗.
The numbers

∣∣q̂i(λik)
∣∣ may be easily estimated:

∣∣q̂i(λik)
∣∣ =

∏

j 6=i

∣∣sin(λikℓj)
∣∣ =

∏

j 6=i

∣∣∣∣sin(kπ
ℓj
ℓi

)

∣∣∣∣ ≥ C
∏

j 6=i

∣∣∣∣
∥∥∥∥k
ℓj
ℓi

∥∥∥∥
∣∣∣∣ .

(Recall that |||η||| denotes the distance from η to Z.)
Then we obtain, in account of the results on Diophantine Approximation in-

cluded in Appendix A, conditions that allow to identify subspaces of simultaneous
controllable states in time T ∗ = 2

∑n
i=1 ℓi:

Corollary IV.8. If the numbers ℓ1, ..., ℓn are such that for all the values
i, j = 1, ..., n, i 6= j, the ratios ℓi

ℓj
belong to Bε then there exists a constant Cε > 0

such that
∣∣q̂i(λik)

∣∣ ≥ Cε

(λik)
n−1+ε

, k ∈ N.

Therefore, the space of controllable simultaneous initial states in time T ∗ = 2
∑n
i=1 ℓi

contains all those simultaneous states that verify

(ui0, u
i
1) ∈ V 1+ε

i × V εi ,

for every i = 1, ..., n, where V αi is the space V r defined in Chapter I by (I.27) for
the string ei, that is,

V αi =

{
ϕ =

∑

k∈N

ϕk sin(
kπ

ℓi
x) :

∑

k∈N

k2α |ϕk|2 <∞
}
.

Corollary IV.9. If the numbers ℓ1, ..., ℓn verify the conditions (S) then, for
every ε > 0 there exists a constant Cε > 0 such that

∣∣q̂i(λik)
∣∣ ≥ Cε

(λik)
1+ε

, k ∈ N.
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Therefore, the space of controllable simultaneous initial states in time T ∗ = 2
∑n
i=1 ℓi

contains all those simultaneous states that verify

(ui0, u
i
1) ∈ V 1+ε

i × V εi ,

for every i = 1, ..., n.

Remark IV.13. The problem of simultaneous control of n strings may be suc-
cessfully studied with the aid of the method of moments. It suffices to note that the
function

F (z) =
n∏

i=1

sin zℓi

is a generating function of the increasing sequence (σm) formed by the numbers λik,
i = 1, ..., n, k ∈ N (the positive square root of the eigenvalues of the strings).

The function F is bounded and of exponential type A =
∑n

i=1 ℓi. Besides,

|F ′(λik)| =
∏

j 6=i

∣∣∣∣sin(kπ
ℓj
ℓi

)

∣∣∣∣ .

This allows to obtain results similar to those of Corollaries IV.8 and IV.9.

8.3. A non star-shaped tree. Now let us consider a tree A, which is not
star-shaped, having a very simple structure as shown in Figure 4. We will assume
in addition that ℓ1,2 = ℓ2.

•

•

ℓ

•
•

• •

ℓ1

(nodo controlado)

ℓ1,1 ℓ1,2

ℓ2

Figure 4. A tree which is not star-shaped

This tree contains four sub-trees. Two of them

A1 = {e1, e1,1, e1,2} , A2 = {e2} ,
have the common root O. The other two

A1,1 = {e1,1} , A1,2 = {e1,2} ,
have the common root O1.

The operators Q corresponding to these sub-trees are

Q2 = ℓ−2 , Q1,1 = ℓ−1,1, Q1,2 = ℓ−1,2,

Q1 =
(
ℓ+1 ℓ

−
1,1ℓ

−
1,2 + ℓ−1 ℓ

+
1,1ℓ

−
1,2 + ℓ−1 ℓ

−
1,1ℓ

+
1,2

)
.

The first three operators are obtained immediately, since the corresponding sub-
trees are strings. The operator corresponding to A1, is the operator Q for a three
string network and has been constructed in Chapter III.
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The functions associated to these operators are

q2(λ) = i sinλℓ2, q1,1(λ) = i sinλℓ1,1, q1,2(λ) = i sinλℓ1,2,

q1(λ) = −(cosλℓ1 sinλℓ1,1 sinλℓ1,2 + sinλℓ1 cosλℓ1,1 sinλℓ1,2 +

+ sinλℓ1 sinλℓ1,1 cosλℓ1,2).

The functions d corresponding to the simple uncontrolled nodes are

d1,1(λ) = q2(λ)q1,2(λ), d1,2(λ) = q2(λ)q1,1(λ), d2(λ) = q1(λ).

Finally,
ck = max (|d1,1(λk)| , |d1,2(λk)| , |d2(λk)|) .

Now it is easy to see when A is degenerate. If ck = 0 then,

|d1,1(λk)| = |d1,2(λk)| = |d2(λk)| = 0.

Taking into account that ℓ1,2 = ℓ2 from the latter equality it follows sinλℓ1,2 = 0
and then,

sinλℓ1 sinλℓ1,1 = 0.

If sinλℓ1,1 = 0 (resp., sinλℓ1 = 0) then, necessarily,
ℓ1,1

ℓ1,2
(resp. ℓ1

ℓ1,2
) is a rational

number. Consequently, we can ensure that A is non degenerate if the ratios
ℓ1,1

ℓ1,2

and ℓ1
ℓ1,2

are irrational numbers.

Besides, we can give conditions on the lengths that guarantee that the coeffi-
cients ck are not too smalls. If α ∈ R is such that λαk ck → 0 then,

λαk |d1,1(λk)| → 0, λαk |d1,2(λk)| → 0, λαk |d2(λk)| → 0.

It is easy to see that this implies

(99) λ
α
2

k |sinλkℓ1 sinλkℓ1,1| → 0.

Then we can apply the results of Appendix A to conclude that (99) is impossible if

• the ratios
ℓ1,1

ℓ1,2
, ℓ1
ℓ1,2

and ℓ1
ℓ1,1

belong to some Bε and α > 4 + ε or

• the numbers ℓ1, ℓ1,1, ℓ1,2 satisfy the conditions (S) and α > 2 + ε.

Then, in the above cases we will have that there exists a positive constant C
such that for every k ∈ Z,

ck ≥ C

λαk
.

Consequently, all the initial states (ū0, ū1) ∈ V α × V α−1 are controllable in a time
equal to twice the sum of the lengths of the strings.



CHAPTER V

Some observability and controllability results for

general networks

In this chapter we have gathered some results of general character, which do
not impose any restriction on the topological configuration of the networks.

The first of these results is described in Section 1, it concerns the spectral
controllability from an exterior node of arbitrary networks, which may, in particular,
contain cycles. A condition on the eigenfunctions of the network is given that
guarantees the spectral controllability of the network in any time larger than twice
its total length. For tree-shaped networks, that condition coincides with the spectral
controllability criterion given in Chapter IV (Theorem IV.3), except by the fact that
there it was possible to obtain information on what happens in the minimal control
time.

However, for networks with more complex structures it is quite difficult to give
an algebraic characterization of a condition guaranteeing the spectral controllability.
This would require to take into account the specific structure of the graph that
supports the network.

In Section 2 we present a result of general character, related to the control of
an arbitrary network when we are allow controls to act on all its nodes. In spite
of what may be expected at a first sight, such a large set of controlled points still
does not guarantee the exact controllability of the network. That is why we will be
concerned once again with the spectral controllability property of the system. It
will be shown that in order to reach spectral controllability, it is sufficient to choose
only four different control functions, simultaneously applied in several nodes of the
network.

Finally, Section 3 is devoted to show that the Schmidt’s theorem stated in
Chapter I (Theorem I.1) is exact in the sense that, if a tree-shaped network has
more than one uncontrolled nodes then it is not exactly controllable in any time
T > 0.

1. Spectral controllability of general networks

1.1. Asymptotic behavior of the eigenfunctions. The eigenvalues of a
networks cannot be explicitly computed. Let us recall that is was already impossible
for the three string network: in that case, the eigenvalues are determined by the
transcendental equation q(λk) = 0, where q is defined by the formula (III.52).
However, it is not difficult to obtain certain information on the asymptotic behavior
of the sequence of eigenvalues in the general case.

The idea is simple: the eigenvalues of the network may be compared with the
eigenvalues of the strings with Dirichlet and Neumann boundary conditions.

115
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To be more precisely, let us denote by (µi,Dn ), (µi,Nn ) the sequences of eigenvalues
of the operator −∆ on the string ei of length ℓi with homogeneous boundary
conditions of Dirichlet and Neumann type, respectively. Let (µDn ), (µNn ) be the
strictly increasing sequences formed by the elements of the sets

M⋃

i=i

(µi,Dn ),

M⋃

i=i

(µi,Nn ),

respectively.
Then, if (µ̂n) if the strictly increasing sequence of the eigenvalues of the network

it holds

Proposition V.1. For every n ∈ N the following inequalities are true

µNn ≤ µ̂n ≤ µDn .

This proposition is proved in [62], [15] for the general case of equations with
variable coefficients. For vibrating strings, it seems to have been first stated by
Camerer in 1980 (see reference [3] in [15]), though a detail study of this property
has been also presented in [66]. A quite instructive application of these ideas for
networks of beams is given in [30].

Let us observe that the eigenvalues µi,Dn , µi,Nn may be computed explicitly:

(1) µi,Dn =

(
πn

ℓi

)2

, µi,Nn =

(
π(n− 1)

ℓi

)2

n ∈ N.

Thus, µi,Dn = µi,Nn+1 and the same is true for the sequences (µDn ), (µNn ):

µDn = µNn+1.

With this, the inequality of Proposition V.1 becomes

(2) µNn ≤ µ̂n ≤ µNn+1.

If we denote λ̂n :=
√
µ̂n we get as an immediate consequence of these inequal-

ities the following property of generalized separation of the sequence of eigenvalues

λ̂n+M+1 − λ̂n ≥
√
µNn+N −

√
µNn ≥ π min

i=1,...,M
(
1

ℓi
).

Indeed, from the inequalities (1) it follows that, for every i = 1, ...,M, and
every k ∈ N √

µi,Nk+1 −
√
µi,Nk =

π

ℓi
.

On the other hand, for each n ∈ N, among the M + 1 numbers
√
µNn ,

√
µNn+1, ...,

√
µNn+N

there are necessarily at least two corresponding to the same value i∗ of i. Then
√
µNn+N −

√
µNn ≥

√
µi

∗,N
k+1 −

√
µi

∗,N
k =

π

ℓi∗
≥ π min

i=1,...,M
(
1

ℓi
).

In a similar way as it has been done in Chapter III for the three string net-
work, it is possible to obtain asymptotic information on the sequence (µ̂n) from the
inequalities (2). Indeed, if n(r, (an)) denotes the counting function of the sequence
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(an), that is, n(r, (an)) is the number of elements of an contained on the interval
(0, r) then from the inequality (2) follows

(3) n(r, (
√
µNn )) − 1 ≤ n(r, (λ̂n)) ≤ n(r, (

√
µNn )).

On the other hand,

(4) n(r, (
√
µNn )) =

M∑

i=1

n(r, (

√
µi,Nn )).

But

√
µi,Nn = π(n−1)

ℓi
, and thus

n(r, (

√
µi,Nn )) = [

rℓi
π

] + 1

(here, [η] denotes the integer part of the real number η). From this inequality we
obtain

rℓi
π

≤ n(r, (

√
µi,Nn )) ≤ rℓi

π
+ 1

and then, from (4),
r

π
L ≤ n(r, (

√
µNn )) ≤ r

π
L+M.

Finally, replacing this estimate in (3) we obtain

(5)
r

π
L− 1 ≤ n(r, (λ̂n)) ≤

r

π
L+M.

Let us observe that from the inequalities (5) it follows that the sequence (λ̂n)
has density:

(6) D(λ̂n) := lim
r→∞

n(r, (λ̂n))

r
=
L

π
.

It is possible to prove that (see, e.g., Problem 1, p. 142 in [81]) that for any
sequence (an)

lim
r→∞

n(r, (an))

r
= lim

n→∞

n

an
.

Therefore, from (6) we obtain

lim
n→∞

λ̂n
n

=
π

L
, lim

n→∞

µ̂n
n2

=
(π
L

)2

;

that is, asymptotically, the eigenvalues of the network behave as those of one string
of length L. This suggests, in view of the fact that for the pointwise control of a
string of length ℓ the minimal control time is 2ℓ, that for the control of a network
for one of its exterior nodes the minimal control time should be equal to 2L. In
Theorem V.1 we will prove that this fact is indeed true.

Summarizing the previous results we can formulate

Proposition V.2. If (λ̂n) is the strictly increasing sequence formed by the
positive square roots of the eigenvalues of the network then ,

1) The counting function of (λ̂n) satisfies

r

π
L− 1 ≤ n(r, (λ̂n)) ≤

r

π
L+M.
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2) The sequence (λ̂n) has upper density

D+(λ̂n) =
L

π
.

3) The numbers λ̂n are separated in a generalized sense

λ̂n+M+1 − λ̂n ≥ π min
i=1,...,M

(
1

ℓi

)
.

4) For every T > 2πL there exist positive numbers γn, such that

∫ T

0

∣∣∣∣∣
∑

n∈Z

cne
iλnt

∣∣∣∣∣

2

dt ≥
∑

n∈Z

γ2
n |cn|2 ,

for every finite sequence (cn).

5) limn→∞
λ̂n
n

=
π

L

Let us note that the property 4 holds as an immediate consequence of Corollary
II.5 of Theorem II.6.

Let us recall now a notion from the Theory of Non Harmonic Fourier Series.
Let (λn) be a sequence of distinct real numbers and denote by Θ the set of all the
finite linear combinations

f(t) =
∑

cne
iλnt.

The number

R(λn) := sup {r : Θ is dense C([−r, r])}
is called completeness radius of (λn).

The information given by Proposition V.2 allows us to calculate the complete-

ness radius of the sequence (±λ̂n).

Proposition V.3. The completeness radius of the sequence (±λ̂n) is equal to
L.

This assertion is an direct consequence of the theorem 2.3.1 from [34] applied to

the sequence (±λ̂n). At the same time, that theorem from [34] is a consequence of
the famous Beurling-Malliavin theorem allowing to express the completeness radius
of a sequence in terms of its density (the details may be found in the original work
of A. Beurling and P. Malliavin [17]).

In [34] the following proposition is also proved.

Proposition V.4 (Haraux and Jaffard, [34]). Let (λn) be a sequence of real
numbers. Then, the following properties are verified

1) For every T > 2R(λn) and every n ∈ Z there exists a constant Cn > 0
such that

(7)

∫ T

0

∣∣∣∣∣
∑

n∈Z

ane
iλnt

∣∣∣∣∣

2

dt ≥ Cn |an|2 ,

for any finite sequence (an).
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2) If T < 2R(λn) there is no finite set I ⊂ Z such that there exists a con-
stant CI > 0 with the property that, for some finite sequence (αn)n∈I the
inequality

(8)

∫ T

0

∣∣∣∣∣
∑

n∈Z

ane
iλnt

∣∣∣∣∣

2

dt ≥ CI

∣∣∣∣∣
∑

n∈I

αnan

∣∣∣∣∣

2

,

is valid for every finite sequence (an).

If we apply this result to the sequence (±λ̂n), we obtain, in view of Proposition
V.3,

For every T > 2πL there exist positive numbersCn, n ∈ Z, such that

∫ T

0

∣∣∣∣∣
∑

n∈Z

ane
iλnt

∣∣∣∣∣

2

dt ≥ Cn |an|2 ,

for every finite sequence (an).

With respect to the similar result of the property 4) in Proposition, this latter
approach has the disadvantage that it has been obtained in a non-constructive
way, while the coefficients γn in Proposition V.2 4) may be, in principle, explicitly
expressed in terms of the eigenvalues. The interest of this approach could be now
considered mainly of historical character: it is based on result known for more than
one decade, while the proof of Theorem II.6 have been recently published. However,
the ready to use assertions and the simple proofs given in [34], will continue to be
a constant reference in this kind of problems.

1.2. Application to the control of the network. The results on the as-
ymptotic behavior of the sequence of eigenvalues allow to obtain the following
information in connection to the control of arbitrary networks of strings from one
exterior node.

Theorem V.1. a) For every T > 2L the following properties of the system
(I.11)-(I.16) are equivalent

1) the system is approximately controllable in time T ;
2) the system is spectrally controllable in time T ;
3) the spectral unique continuation property: ω1

x(v1) 6= 0 is verified by any
non-zero eigenfunction ω̄.

b) When T < 2L the system (I.11)-(I.16) is not spectrally controllable; no
element of Z × Z is controllable in time T .

Proof. a) We will prove that 1) ⇒ 3) ⇒ 2). This, together with the imme-
diate implication 2) ⇒ 1) (the spectral controllability is a particular case of the
approximate controllability), will give the assertion of the theorem.

1) ⇒ 3). Let us observe that if κn = 0 for some n = n0 then for the solution
of (I.17)-(I.21)

φ̄(t, x) = cosλn0t θ̄n0(x)

we will have φ1
x(t,v1) = 0 for every t ∈ R. For this solution φ̄ the unique contin-

uation property from the controlled node is not valid for any value of T > 0 and
thus, the system (I.11)-(I.16) is not approximately controllable in any time T > 0.
Therefore, 1) ⇒ 3).
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3) ⇒ 2). From Chapter II we know that, if the observability inequality

(9)

∫ T

0

∣∣φ1
x(t,v1)

∣∣2 dt ≥
∑

n∈N

c2n

(
µn
∣∣φ0,n

∣∣2 +
∣∣φ1,n

∣∣2
)
,

is verified for every solution ū of the homogeneous system (I.11)-(I.16) with initial
data (φ̄0, φ̄1) ∈ Z × Z then, all the initial data (ū0, ū1) ∈ H × V ′ satisfying

(10)
∑

n∈N

1

c2n
|u0,n|2 <∞,

∑

n∈N

1

c2nµn
|u1,n|2 <∞

are controllable in time T.
Using the formula (I.23) for the solutions of (I.17)-(I.21), the inequality (9) is

written as

(11)

∫ T

0

∣∣∣∣∣
∑

n∈N

κn(φ0,n cosλnt+
φ1,n

λn
sinλnt)

∣∣∣∣∣

2

dt ≥
∑

n∈N

c2n

(
µn
∣∣φ0,n

∣∣2 +
∣∣φ1,n

∣∣2
)
,

where (φ0,n) and (φ1,n) are finite sequences and κn are the values of the normal
derivatives of the eigenfunctions at the controlled node:

|κn| = θ1n,x(v1).

If we denote

an =
1

2

(
φ0,|n| +

φ1,|n|

iλn

)
,

for n ∈ Z∗, where λn = −λ−n if n < 0, we will have

φ0,n = an + a−n, φ1,n = (an − a−n)iλn, n ∈ N.

With these notations, the inequality (11) becomes

(12)

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

anκ|n|e
iλnt

∣∣∣∣∣

2

dt ≥ 4
∑

n∈N

c2nµn |an|2 ,

for every finite sequence (an) of complex numbers with the property a−n = an.
Let us observe now that, as the network is such that no eigenfunction vanishes

identically1 on the controlled string, the eigenvalues µn are all simple. Indeed, if ψ̄
and ϕ̄ are two linearly independent eigenfunctions corresponding to the eigenvalue
µ then the function

ω̄ = ϕ1
x(v1)ψ̄ − ψ1

x(v1)ϕ̄

is also and eigenfunction and is not identically equal to zero as ψ̄ and ϕ̄ are linearly
independent. Besides

ω1
x(v1) = ϕ1

x(v1)ψ
1
x(v1) − ψ1

x(v1)ϕ
1
x(v1) = 0,

and this contradicts our hypothesis on the network.

Thus, the eigenvalue being simple, the sequences (λn) and (λ̂n) coincide. Then,
as a result of Proposition V.2 4) there exist positive numbers γn such that

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

anκne
iλnt

∣∣∣∣∣

2

dt ≥ 2
∑

n∈N

γ2
nκ2

n |an|2 .

1This condition is obviously equivalent to the fact that the normal derivative of the eigen-
function vanishes at the controlled node, since, by definition, the eigenfunctions are equal to zero
at the controlled node and satisfy a second order ordinary differential equation.
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Therefore, we can conclude that the inequality (12) is true with coefficients

cn =
γn |κn|√

2λn
.

Let us note that all these coefficients are different from zero, since the hypothesis
of 3) guarantees that κn 6= 0 for every n. Then, the initial states defined by (10)
are controllable in time T and in particular, so are those of the space Z × Z. This
means that the system (I.11)-(I.16) is spectrally controllable in time T .

b) Let I ⊂ N be a finite set. If we apply Corollary II.2, it follows that the
initial state

(13) (ū0, ū1) = (
∑

n∈I

αnθ̄n,
∑

n∈I

βnθ̄n) ∈ Z × Z

is controllable in time T if, and only if, there exists a constant C > 0 such that

∫ T

0

∣∣φ1
x(t,v1)

∣∣2 dt ≥ C

(∑

n∈I

αnφ1,n − βnφ0,n

)2

,

for every solution φ̄ of (I.17)-(I.21) with initial state (φ̄0, φ̄1) ∈ Z × Z.
As a consequence of this, if the initial state (ū0, ū1) defined by (13) is control-

lable in time T there exists a constant C > 0 such that

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

anκne
iλnt

∣∣∣∣∣

2

dt ≥ C

(∑

n∈I

αn(an − a−n)iλn − βn(an + a−n)

)2

= C

(∑

n∈I

(αniλn − βn)an + (−αniλn − βn)a−n

)2

(14)

= C

( ∑

n∈I∪−I

ρnan

)2

,

for every finite sequence (an), where

ρn = α|n|iλn − β|n|.

On the other hand, if T < 2L then, since R(λn) = L we have

T < 2R(λn).

Then, in account of Proposition V.4 2) we can ensure that there is no sequence sat-
isfying (14). Therefore, the initial state (ū0, ū1) defined by (13) is not controllable
in time T if T < 2L. �

Remark V.1. When T > 2L and the spectral unique continuation property is
verified, if we define the space W as the completion of Z × Z with the norm

|||(φ̄0, φ̄1)||| :=

{∫ T

0

∣∣φ1
x(t,v1)

∣∣2 dt
} 1

2

,

then, all the initial states (ū0, ū1) ∈ H × V ′ such that (ū1, ū0) ∈ W ′ (the dual of
W) are controllable in time T.
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In view of Proposition V.2, the space W contains all those (ū1, ū0) that satisfy

∑

n∈N

1

γ2
nκ2

n

(
|u0,n|2 +

1

µn
|u1,n|2

)
<∞,

where the coefficients γn are computed according to Corollary II.5 of Theorem II.6.

Remark V.2. In general, when T < 2L we do not know what happens with
the approximate controllability of the system (I.11)-(I.16); possible, the available
information on the sequences (λn) and (κn) is not sufficient to give an answer.

For the three string network we were able to prove in Section 9 of Chapter III,
that the approximate controllability does not hold whenever T < 2L. Recall that
in that case it was possible to construct explicitly a sequence for which the unique
continuation property fails. The same construction may be done for the star-shaped
network with n strings.

In [6], the lack of simultaneous approximate controllability of n strings was
obtained with the aid of Corollary II.4. This approach, however, is not appropriate
for networks which are not star-shaped, since we do not have sufficient information
on the sequence (κn).

Finally, unlike the case of tree-shaped networks, we do not know whether the
spectral controllability still holds in the minimal time T = 2L.

2. Colored networks

We consider now a network of N stings controlled at all of it nodes.
The motion of the network is described by the system

(15)





uitt − uixx = 0 in R × [0, ℓk], i = 1, ..., N,

ui(t, 0) = vk(v
+
i )(t) t ∈ R, i = 1, ..., N − 1,

ui(t, ℓi) = vk(v
−
i )(t) t ∈ R,

ui(0, x) = ui0(x), u
i
t(0, x) = ui1(x) x ∈ [0, ℓi], i = 1, ..., N.

Here we have denoted by v+
i , v−

i the initial (corresponding to x = 0) and final
(x = ℓi) nodes of the string ei, respectively, and k(v) is the index of the node v.

The problem (15) is well posed for initial states (ui0, u
i
1) ∈ L2(0, ℓi)×H−1(0, ℓi),

i = 1, ..., N , and controls vk ∈ L2(0, T ).
This system, being controlled at a large number of points, is expected to have

better controllability properties than the control systems studied up to now. As
usually, we will say that the initial state (ui0, u

i
1) ∈ L2(0, ℓi) × H−1(0, ℓi), i =

1, ..., N , is controllable in time T > 0, if it is possible to choose controls vk ∈
L2(0, T ) such that the solution ui, i = 1, ..., N , of (15) reaches the rest position in
time T :

ui(T, .) = uit(T, .) = 0, i = 1, ..., N.

For every i = 1, ...,M , we introduce the sets

X+
i =

{
j : v+

i ∈ ej
}
, X−

i =
{
j : v−

i ∈ ej
}
,

which are, respectively, the sets of the indices of those strings that are incident at
the initial and final nodes of the string ei.
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A direct application of HUM guarantees that, if for every i = 1, ...,M there
exists a sequence of non-zero real numbers such that
∫ T

0

(|
∑

j∈X+
i

∂nφ
j(t,v+

i )|2+|
∑

j∈X−
i

∂nφ
j(t,v−

i )|2)dt ≥
∑

n∈N

(cin)
2
(
µin(φ

i
0,n)

2 + (φi1,n)
2
)
,

for every solution φ̄ = (φ1, ..., φN ) of the homogeneous problem (15) then, the initial
states (ui0, u

i
1), i = 1, ..., N , verifying

∑

n∈N

(ui0,n)
2

(cin)
2
<∞,

∑

n∈N

(ui1,n)
2

µin(c
i
n)2

<∞,

are controllable in time T.
Let us remark that the homogeneous problem is a set of N uncoupled wave

equations with Dirichlet boundary conditions. The coupling in the original con-
trolled system (15) is shown in the fact that the “observed quantity” in every node
is the sum of the normal derivatives of the solutions corresponding to those strings
that are coupled it that node. Let us observe that this is a local problem, in the
sense that in the observability inequality for every string ei only those solutions
corresponding to strings that have common nodes with ei are present.

Recall that for the simultaneous control of n strings we have proved that if T+
i

and T−
i are the sums of the lengths of all the strings that are incident to v+

i and
v−
i , respectively, then the following inequalities are verified

∫ 2T+
i

0

|
∑

j∈X+
i

∂nφ
j(t,v+

i )|2dt ≥
∑

n∈N

(cin)
2
(
µin(φ

i
0,n)

2 + (φi1,n)
2
)
,(16)

∫ 2T−
i

0

|
∑

j∈X−
i

∂nφ
j(t,v−

i )|2dt ≥
∑

n∈N

(cin)
2
(
µin(φ

i
0,n)

2 + (φi1,n)
2
)
,(17)

with coefficients2 that may be explicitly computed whenever
ℓp
ℓi

are irrational num-

bers for every p, q ∈ X+
i for (16) and p, q ∈ X−

i for (17).
Consequently, we can indicate conditions on the lengths of the strings, precisely

those given for the simultaneous control of n strings, guaranteeing the controllabil-
ity of the system (15) in explicitly characterized spaces. In particular, under the
irrationality hypotheses mentioned above, the system is spectrally controllable in
any time T ∗ that satisfies

T ∗ ≥ 2 max
{
T+
i , T

−
i

}
i = 1, ...,M.

Now we attempt to reduce the number of different functions used to control the
system (15) by applying the same control function at several nodes. Let us assume
that the in set {1, 2, ..., N} of the indexes for nodes a partition is established:

{1, 2, ..., N} = K1 ∪ · · · ∪Kr,

such that there is no string having its two nodes in the same set Kk. We will say
that two nodes are equivalent if their indexes belong to the same class. A simple
way of representing this partition of the set of nodes is to suppose that the nodes

2The coefficients ci
n in the inequalities (16) and (17) son different. We have denoted them

with the same symbols to avoid to make the notations even more difficult.
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have been painted using r different colors such that no string has their nodes of the
same color. With this, equivalent nodes are those of the same color.

•

• •

•

N H

�

Figure 1. A network with colored nodes

In Figure 1 we have represented a network, whose nodes have been painted
with four colors, shown with the symbols: �,N,H, •. For this network, four is the
smallest number of colors that allows to paint the nodes without repeating the
colors at the nodes of one string.

Now we add and additional restriction to system (15): vp = vq if the nodes vp
and vq are of the same color.

It is easy to see that this restriction leads to the same observability inequality
as before, except by the fact that now the sets X+

i and X−
i should be replaced by

X+
i =

⋃

v∼v
+
i

{j : v ∈ ej} , X−
i =

⋃

v∼v
−
i

{j : v ∈ ej} ,

(the notation v ∼ v′ indicates that the nodes v and v′ are equivalent), which are
the sets of the indices of the strings, which have some node of the same color as
the initial node of ei and of the final node ei, respectively.

We may conclude that, if the lengths of the strings satisfy
ℓp
ℓq

/∈ Q for all the

indices p 6= q such that some of the nodes of the string ep is of the same color as
one of the nodes of eq then the system (15) is spectrally controllable in any time

T ≥ 2 max
k=1,...,r

(Tk),

where Tk is the same of the lengths of all strings having some node of color k.
To avoid too detailed notations, we will replace the previous conditions by the

following, clearly more restrictive ones:

1) the ratios
ℓp
ℓq

are irrational numbers for all the indices p 6= q;

2) T is not smaller than twice the sum of the lengths of all the strings of the
network.

Under these hypotheses, the minimal number of different control functions nec-
essary to reach the spectral controllability of the network is equal to the minimal
number of colors, which are necessary to paint the vertices of the graph such that
no edge has its vertices of the same color. This is the classical problem on colored
graphs (and this is equivalent to painting a map). The solution, the famous Four
Colors Theorem, asserts that if the graph is planar, four colors are sufficient. This
is an apparently trivial fact, but a “purely mathematical” rigorous proof is not
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known. Nowadays it has been proved with the aid of computers. The details may
be found in [1].

Let us observe now that we have actually obtained two inequalities for every
string: (16) and (17), while only one of them suffices to prove the corresponding
observability inequality. That is why we may assume that the control associated
with one of the colors is equal to zero (this is, indeed a particular choice of the
control); to vary this control function is not necessary to control the system and
the nodes where it is applied may remain fixed.

Summarizing the previous results we have obtained

Proposition V.5. If the network is supported on a planar graph and the lengths
of its strings and T satisfy the conditions (1) and (2) then, four different functions
are sufficient for the system (15) to be spectrally controllable in time T . Besides,
one of those functions may be chosen identically equal to zero.

Remark V.3. The condition requiring that the extremes of the strings are of
distinct colors is natural if one expects at least the approximate controllability of the
system, since it is impossible to control a string using the same control function in
both of its extremes. Indeed, the observability inequality associated to that problem
would be ∫ T

0

|φx(t, 0) − φx(t, ℓ)|2dt ≥
∑

n∈N

c2n
(
µnφ

2
0,n + φ2

1,n

)
,

where φ is the solution of the wave equation φtt−φxx = 0 with boundary conditions
φ(t, 0) = φ(t, ℓ) = 0. It suffices to take

φ(t, x) = cos
2π

ℓ
t sin

2π

ℓ
x,

to see that this inequality cannot be true. Moreover, in this example we have the
equality φx(t, 0) − φx(t, ℓ) = 0, and thus, the approximate controllability does not
hold either.

3. Sharpness of the Schmidt’s theorem

In this section we will prove that Theorem I.1 from Chapter I is sharp in the
sense that, if in a tree-shaped network there is at least two uncontrolled nodes, then
there exist initial states (ū0, ū1) ∈ H × V ′ of the network that are not controllable
in any finite time T.

The proof is based on the fact that if there are two uncontrolled nodes, then
a simple path may be found formed by consecutive strings and connecting those
nodes. If there exists T > 0 such that every initial state (ū0, ū1) ∈ H × V ′ is
controllable in time T then, we obtain the exact controllability of the system of
serially connected strings with controls at the coupling points studied in Subsection
3.1. That is why we concentrate on studied in detail that latter system. We will
prove that actually it is never exactly controllable, independently of the value of T
or the lengths of the strings. From this will follow that a network with more than
two uncontrolled nodes is never exactly controllable.

3.1. Simultaneous control of serially connected strings. Let us suppose
that we have N strings of lengths ℓ1, ..., ℓN , which are connected in series and that
in every coupling point a control acts to determine the displacement of that point.

The motion of the strings of is described by the system of equations
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(18)





uktt − ukxx = 0 in R × [0, ℓk], k = 1, ..., N,

uk(t, ℓk) = uk+1(t, 0) = vk(t) t ∈ R, k = 1, ..., N − 1,

u1(t, 0) = uN(t, ℓN ) = 0 t ∈ R,

uk(0, x) = uk0(x), u
k
t (0, x) = uk1(x) x ∈ [0, ℓk], k = 1, ..., N.

• • • • •
0 ℓ1u1

u2

u3

u4

0 ℓ3

0 ℓ2 0 ℓ4

6
v1

6
v2

6
v3

Figure 2. Four serially connected strings with controls v1, v2, v3

at the connection points

For T > 0, this problem is well posed for initial states (uk0 , u
k
1) ∈ L2(0, ℓk) ×

H−1(0, ℓk), k = 1, ..., N , and controls vk ∈ L2(0, T ). The corresponding homoge-
neous problem is also well posed for (uk0 , u

k
1) ∈ H1

0 (0, ℓk) × L2(0, ℓk).
Let us note that is problem is a particular case of the problem on colored

networks studied in Section 2. Thus, we can indicate conditions on the lengths
of the strings guaranteeing that the system is spectrally controllable. However,
our in now to prove the existence of initial data (uk0 , u

k
1) ∈ L2(0, ℓk) ×H−1(0, ℓk),

k = 1, ..., N , which are not controllable in any finite time T > 0, independently of
the values of the lengths of the strings.

Once again applying HUM it follows that the system (18) is exactly controllable
in time T if, and only if, there exists a constant C > 0 such that the solutions of the
homogeneous system φ̄ = (φ1, ..., φN ), which in this case corresponds to N wave
equations with homogeneous Dirichlet boundary conditions, verify

(19)

N−1∑

k=1

∫ T

0

∣∣∣φkx(t, ℓk) − φk+1
x (t, 0)

∣∣∣
2

dt ≥ C

N∑

k=1

Ek,

for k = 1, ..., N , where Ek is the energy of the solution φk, a conserved quantity.
Let us note that the inequality (19) cannot be true for arbitrary values of the

lengths of the strings. Indeed, if, for example, all the lengths coincide and are equal
to ℓ then the functions

φk(t, x) = (−1)k sin
tπ

ℓ
sin

xπ

ℓ
, k = 1, ..., N,

are solutions of the homogeneous system (18) and besides

φkx(t, ℓk) − φk+1
x (t, 0) = (−1)

k π

ℓ

(
sin

tπ

ℓ
cos

xπ

ℓ
|x=ℓ + sin

tπ

ℓ
cos

xπ

ℓ
|x=0

)
= 0,

for k = 1, ..., N . But the energy of these solutions does not vanish, since the
solutions are non-trivial. Then, the inequality (19) is not true. Moreover, the
unique continuation property being false, the system is not even approximately
controllable.
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Similar examples may be easily given whenever the lengths of the strings satisfy

the conditions ℓk+1

ℓk
∈ Q for every k. On the other hand, if the ratio ℓk+1

ℓk
is an

irrational number for some k, the the unique continuation property holds and then,
so does the approximate controllability of (18).

However, as we have pointed out above, the inequality (19) is never valid,
independently of the values of the lengths of the strings. Our aim is to proof this
assertion.

For every k = 1, ..., N, the solution φk may be expressed as

φk(t, x) =
∑

n∈N

(
φk0,n cosλknt+

φk1,n
ℓk

sinλknt

)
sinλknx,

where λkn = nπ
ℓk

are the eigenvalues of the k-th string and (φk0,n), (φk1,n) are the

sequences of Fourier coefficients of the initial data φk0 , φ
k
1 in the basis (sinλknx)n∈N

of L2(0, ℓk).
Then

φk(t, x) =
∑

n∈Z∗

akne
iσk

nt sinλknx,

where

σkn = sgn(n)λkn, akn =
1

2
(φk0,|n| +

φk1,|n|

iλkn
).

The inequality (19) can now be written as
(20)
N−1∑

k=1

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

(
(−1)

n
λkna

k
ne
iσk

nt − λk+1
n ak+1

n eiσ
k+1
n t

)∣∣∣∣∣

2

dt ≥ C

N∑

k=1

∑

n∈Z∗

∣∣∣λknakn
∣∣∣
2

.

Our aim is to construct sequences (akn), k = 1, ..., N for which the inequality
(20) is not verified.

In order to simplify the notations, we assumeN = 2. Let (σn) be the increasing
sequence formed by the elements of the sequences (σ1

n) and (σ2
n). Define (αn) by

αn = (−1)
m
λ1
ma

1
m, if σn = σ1

m,

αn = −λ2
ma

2
m if σn = σ2

m.

With this, the inequality (20) becomes

(21)

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

αne
iσnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈Z∗

|αn|2 .

Note that the latter inequality could be obtained as a consequence of the classical
Ingham inequality, if there would be some uniform separation between the numbers
σn. We will see that this is not the case.

As σ1
m+1 − σ1

m = π
ℓ1

, σ2
m+1 − σ2

m = π
ℓ2

we can ensure that σn+2 − σn ≥
πmin

{
1
ℓ1
, 1
ℓ2

}
; however, it could happen that lim infn→∞ (σn+1 − σn) = 0. Ac-

tually, this always happens. It suffices to note that the number ℓ1
ℓ2

may be ap-

proximated by rational numbers, that is, there exist sequences (pk), (qk) of entire
numbers such that

lim
k→∞

(
ℓ1
ℓ2

− pk
qk

)
= 0.
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This is equivalent to σ1
pk

− σ2
qk

→ 0. Thus, the elements of the sequence (σn) may
get close.

This lack of uniform gap between the numbers σk not only makes impossible
to apply the the Ingham inequality, but also that (21) is not true. It takes place

Proposition V.6. There is no positive constant C such that the inequality (19)
is verified by all the solutions of the homogeneous system (18) with initial states

(φk0 , φ
k
1) ∈ H1

0 (0, ℓk) × L2(0, ℓk), k = 1, ..., N.

Proof. The key element of the proof is the Dirichlet theorem of simultaneous
approximation of real numbers by rationals (see more details in [19], Section I.5):

If ξ1, ..., ξM are real numbers then, for every ε > 0 and an infinite number of
values of p ∈ Z there exist entire numbers qi(p), i = 1, ...,M such that

|pξi − qi(p)| ≤ ε i = 1, ...,M.

Let us fix ε > 0 and choose ξi = ℓi+1

ℓ1
, i = 1, .., N − 1. Applying the Dirichlet

theorem to the numbers ξi, i = 1, .., N − 1 it holds that there exist infinite values
of p for which the following inequality is verified

∣∣∣∣
pπ

ℓ1
− qi(p)π

ℓi+1

∣∣∣∣ ≤ ε1 = ε max
i=1,..,N−1

(
1

ℓi+1

)
,

and that is

(22)
∣∣∣λ1
p − λi+1

qi(p)

∣∣∣ ≤ ε1.

Now denote by (σn) the increasing sequence formed by the positive square roots

of the eigenvalues λkn of all the strings.
For each value p whose existence was ensured by Dirichlet theorem, let us define

m(p) by

σm(p) = min
{
λ1
p, λ

2
q1(p), ..., λ

i
qN−1(p)

}
.

Then, for infinite values of p ∈ Z the following inequality is true:
∣∣σm(p)+N−1 − σm(p)

∣∣ ≤ ε1.

Since the elements σm(p), σm(p)+1, ..., σm(p)+N−1 are close we can ensure that
among them there is exactly one of the eigenvalues of every string. Let nk(p) be
such that

λknk(p) ∈
{
σm(p), σm(p)+1, ..., σm(p)+N−1

}

(this value is unique).
Then it will hold

(23)
∣∣∣λknk(p) − λk

′

nk′ (p)

∣∣∣ ≤ ε1,

for all k, k′ = 1, ..., N .
Let us consider now for every k = 1, ..., N − 1, the following solutions of the

homogeneous version of (18)

φkp(t, x) =
1

2λknk(p)

cos 2λknk(p)t sin 2λknk(p)x,

whose energy is

Ek =
ℓk
2
.



3. SHARPNESS OF THE SCHMIDT’S THEOREM 129

On the other hand,

φkp,x(t, ℓk) − φk+1
p,x (t, 0) = cos 2λknk(p)t− cos 2λk+1

nk+1(p)t.

Then, from this inequality
∫ T

0

∣∣∣φkp,x(t, ℓk) − φk+1
p,x (t, 0)

∣∣∣
2

dt ≤
∣∣∣λknk(p) − λk+1

nk+1(p)

∣∣∣
2 T 3

3

(we have used the inequality
∫ T

0

(cosxt− cos yt)
2 ≤ T 3

3
|x− y|2,

which is easily proved with the help of the mean value theorem).
In account of (23), we may conclude that

∫ T

0

∣∣∣φkp,x(t, ℓk) − φk+1
p,x (t, 0)

∣∣∣
2

dt ≤ C
∣∣∣λknk(p) − λk+1

nk+1(p)

∣∣∣
2

≤ T 3

3
ε21.

Finally, if the inequality (19) were true we would obtain

C

2

N∑

k=1

ℓk = C
N∑

k=1

Ek ≤ T 3

3
ε21 = ε2 max

i=1,..,N−1

(
1

ℓi+1

)2
T 3

3
,

what is impossible, since ε may be chosen arbitrarily small. �

Remark V.4. The problem of controlling N strings connected in a cycle with
controls in all the nodes may be studied exactly in the same way. This problem
is also described by the system (18) where the conditions u1(t, 0) = uN(t, ℓN ) = 0
are replaced by u1(t, 0) = uN (t, ℓN) = vN (t). In Chapter VII in [2] the reader may
find a proof of the lack of exact controllability in this case, based on the method of
moments.





CHAPTER VI

Simultaneous observation and control from an

interior region

This chapter is devoted to the simultaneous control of strings with different
densities from a common interior region of the strings.

This study is mainly motivated by the following fact. If we perform the changes
of variables x → ℓ1x, x → ℓ2x in the equations of system (III.10) for the simulta-
neous control from one of the exterior nodes of strings with density equal to one,
we obtain

(1)





ℓ2ku
1
tt − ukxx = 0 en R × [0, 1], k = 1, 2,

uk(., 0) = v, uk(., 1) = 0 en R,

uk(0, .) = uk0 , ukt (0, .) = uk1 en [0, 1].

Thus, the simultaneous control of two strings of lengths ℓ1 and ℓ2 from one of the
exterior nodes may be also viewed as the simultaneous control from one end of two
strings of lengths equal to one with densities ℓ1 and ℓ2.

As we have seen in Chapter III, the answer to this problem depends on the
degree of irrationality of the number ℓ1/ℓ2. More precisely, ℓ1/ℓ2 needs to be irra-
tional to guarantee that all the Fourier components of the solutions are observable,
but, moreover, the space of data in which the controllability holds does also depends
on ℓ1/ℓ2.

All this suggests to study the similar problem when the control acts over an
interior region of the strings, a situation when one expects to be much more robust
and not to depend on the ratio ℓ1/ℓ2. Section 1 is devoted to this problem. When
the strings are of the same length and the control acts on the whole strings, then
it is possible to control the system in arbitrarily small time. This fact is true even
for membranes. We will study that problem in Section 2.

1. Simultaneous interior control of two strings

1.1. Statement of the problem. Let ℓ1, ℓ2 be positive numbers and ω an
interval contained in (0, ℓ1) ∩ (0, ℓ2).

Let us consider the system

(2)





ρ2
ku

k
tt − ukxx + fχω = 0 in R × [0, ℓk],

uk(., 0) = uk(., ℓk) = 0 in R,

uk(0, .) = uk0 , ukt (0, .) = uk1 in [0, ℓk],

where f ∈ L2
loc(R

2) and χ
ω

is the characteristic function of the interval ω.

131
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This system describes the motion of two strings e1 and e2 of lengths ℓ1, ℓ2 and
densities ρ1,ρ2, respectively, which are simultaneously controlled by means of the
same force localized on the interval ω.

The system (2) is well posed for initial states

(uk0 , u
k
1) ∈ Wk := H1

0 (0, ℓk) × L2(0, ℓk), k = 1, 2,

with a control force

f ∈ L1(0, T ;L2(ω)).

More precisely, under the previous assumptions on the initial data (uk0 , u
k
1) and the

control force f , the system (2) admits a unique solution in the energy space

(uk, ukt ) ∈ C([0, T ]; Wk), k = 1, 2.

We study the following control problem for (2): given T > 0, to determine for
which initial states (uk0 , u

k
1),k = 1, 2, the function f may be chosen such that

uk(T, .) = ukt (T, .) = 0, k = 1, 2.

We will say that the system (2) is exactly controllable in time T if all the initial
states (uk0 , u

k
1) ∈ Wk, k = 1, 2, are controllable in time T .

p pp

( )

( )e2

e1

p p

f

f

ω ℓ1 ℓ2 x0

Figure 1. Two strings e1 and e2 of different densities controlled
simultaneously from the common interval ω.

The application of the HUM guarantees that (2) is exactly controllable in time
T if, and only if, there exists a constant C > 0 such that

(3) C

∫

ω

∫ T

0

|φ1(t, x) + φ2(t, x)|2dtdx ≥ ||(φ1
0, φ

1
1)||2L2×H−1 + ||(φ2

0, φ
2
1)||2L2×H−1 ,

for all the solutions φ1, φ2 of the homogeneous equations

(4)





ρ2
kφ

k
tt − φkxx = 0 in R × [0, ℓk], k = 1, 2,

φk(., 0) = φk(., ℓk) = 0 in R,

φk(0, .) = φk0 , φkt (0, .) = φk1 in [0, ℓk].

The solutions of (4) are given by the formula

(5) φk(t, x) =
∑

n∈N

(φk0,n cos
nπ

ρkℓk
t+

ρkℓk
nπ

φk1,n sin
nπ

ρkℓk
t) sin

nπ

ℓk
x,
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where (φk0,n), (φk1,n) are the sequences of Fourier coefficients of φk0 , φ
k
1 , respectively,

in the basis (sin nπ
ℓk
x)n∈N of L2(0, ℓk).

If we denote

akn =
1

2

(
φk0,|n| +

iρkℓk
nπ

φk1,|n|

)
, k = 1, 2, n ∈ Z∗,

the formula (5) may be rewritten as

φk(t, x) =
∑

n∈Z∗

akne
inπ

ρkℓk
t
sin

nπ

ℓk
x.

Note that, by the definition of (ank ) we have ank = an−k.
With these notations, the inequality (3) is equivalent to

(6)

C

∫

ω

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

a1
ne

inπ
ρ1ℓ1

t sin
nπ

ℓ1
x+ a2

ne
inπ
ρ2ℓ2

t sin
nπ

ℓ2
x

∣∣∣∣∣

2

dtdx ≥
∑

n∈N

(
|a1
n|2 + |a2

n|2
)
,

for all finite complex sequences (a1
n)n∈Z∗ , (a2

n)n∈Z∗ satisfying a1
−n = a1

n, a
2
−n = a2

n.
Obviously, the inequality (6) is impossible if ℓ1 = ℓ2 and ρ1 = ρ2. Indeed,

it suffices to take, e. g., a1
1 = −a2

1 6= 0 and a1
n = −a2

n = 0 for n 6= ±1, to see
that in this case, (6) is not satisfied. But note, that this extremely degenerate
case corresponds to controlling simultaneously two identical strings with the same
control and different initial configurations. This is obviously impossible in general,
since the control depends in a very sensitive way on the initial data to be controlled.

Our aim is to prove that the inequality (6) is verified whenever ρ1 6= ρ2 if T is
sufficiently large. This is the object of the next subsection.

1.2. Control of strings with different densities. Now we consider the
case when the densities of the strings are different, i.e., ρ1 6= ρ2. The following
holds

Theorem VI.1. If ρ1 6= ρ2 and T > T0 := 2 max(ρ1ℓ1, ρ2ℓ2) then the inequality
(6) is verified for all the finite complex sequences (a1

n)n∈Z∗ , (a2
n)n∈Z∗ satisfying

a1
−n = a1

n, a
2
−n = a2

n.

Corollary VI.1. The strings e1 and e2 are simultaneously exactly controllable
in time T > T0 if ρ1 6= ρ2.

Remark VI.1. This result shows an important difference between the control
from an extreme of the strings and the control from an arbitrarily small inte-
rior region. Recall that, according to Corollary III.1, all the initial states from(
H1

0 (0, 1) × L2(0, 1)
)2

for the system (1) are controllable in time T ≥ 2(ℓ1 + ℓ2)

if, and only if, the ratio ℓ1
ℓ2

belongs to the set1 F , which is a set of null Lebesgue.

Besides, the exact controllability of (1) in the space
(
L2(0, 1) ×H−1(0, 1)

)2
is never

reached, independently of the values of ℓ1 and ℓ2. This shows that controlling from
an interior subinterval provides a much more robust control mechanism than when
the control is exerted at an of the extremes.

1Recall that the elements of F are those real numbers having a development in continuous
fraction [a0, a1, ..., an, ...] with bounded (an).
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In order to prove Theorem VI.1 we will use the scheme followed in the proof of
Theorem III.2 relative to the simultaneous control of two strings from one extreme.
The idea is quite simple: given and interval ω ⊂ R, we construct another interval
ω

′ ⊂ ω and a continuous operator

B : L2((0, T ) × ω) → L2((0, T ′) × ω
′)

such that, if φ1, φ2 are solutions of (4) then Bφ1 = 0 and, besides, there exists a
constant C > 0 such that

C

∫

ω
′

∫ T ′

0

|Bφ2|2dtdx ≥ ||(φ2
0, φ

2
1)||2L2×H−1 .

Then we will have

C

∫

ω

∫ T

0

|φ1 + φ2|2dtdx ≥ C

∫

ω
′

∫ T ′

0

|Bφ2|2dtdx ≥ ||(φ2
0, φ

2
1)||2L2×H−1 .

The inequality

C

∫

ω

∫ T

0

|φ1 + φ2|2dtdx ≥ ||(φ1
0, φ

1
1)||2L2×H−1

may be obtained in an analogous way.
Let us fix ω = (ω1, ω2) ⊂ R and define, for a > 0, the linear operator Ba that

acts over a function φ(t, x) according to the formula

Baφ(t, x) := φ(t+ 2a(x− ω1), x + a(x− ω1)) − φ(t+ a(x− ω1), x+ 2a(x− ω1))

−φ(t+ a(x− ω1), x) + φ(t, x+ a(x− ω1)).

Let us observe that, since ω1 < ω2 and T > 0, it is possible to chose for every
a > 0 a number ω̂2 ∈ (ω1, ω2) such that

(7) ω̂2 <
ω2 + 2aω1

1 + 2a
and T̂ := T − 2a(ω̂2 − ω1) > 0.

Proposition VI.1. If ω̂2 and T̂ satisfy (7) then the operator Ba is continuous

from L2((0, T ) × (ω1, ω2)) to L2((0, T̂ ) × (ω1, ω̂2)), that is, there exists a constant
C > 0 such that

C

∫ ω2

ω1

∫ T

0

|φ(t, x)|2dtdx ≥
∫ ω̂2

ω1

∫ T̂

0

|Baφ(t, x)|2dtdx,

for every function φ for which both integrals are defined.

Proof. Let us observe that

Baφ(t, x) =
∑

(p,q)∈S

(−1)pφ(t+ pa(x− ω1), x+ qa(x− ω1)),

where

S = {(2, 1), (1, 2), (0, 1), (1, 0)} .
then,
(8)∫ ω̂2

ω1

∫ T̂

0

|Baφ(t, x)|2dtdx ≤ 4
∑

(p,q)∈S

∫ ω̂2

ω1

∫ T̂

0

|φ(t+pa(x−ω1), x+qa(x−ω1))|2dtdx.
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To estimate the integrals

(9)

∫ ω̂2

ω1

∫ T̂

0

|φ(t+ pa(x− ω1), x+ qa(x− ω1))|2dtdx

we perform the change of variables

(10) ξ = t+ pa(x− ω1), η = x+ qa(x− ω1).

In these variables, (9) is written as

(1 + qa)

∫ ∫

Ωp,q

|φ(ξ, η)|2dξdη,

where Ωp,q is the image of (0, T̂ )×(ω1, ω̂2) by the mapping defined by (10). Besides,
in view of (7), for all (p, q) ∈ S,

Ωp,q ⊂ (0, T ) × (ω1, ω2).

Thus, ∫ ω2

ω1

∫ T

0

|φ(ξ, η)|2dξdη ≥
∫ ∫

Ω

|φ(ξ, η)|2dξdη.

This fact, in account of the inequality (8), proves the proposition. �

The following proposition shows how the operators Ba act on the functions of

the form e
inπt

ρℓ sin inπx
ℓ

. It is proved by simple calculations.

Proposition VI.2. For all ρ, ℓ ∈ R and n ∈ N the following equality holds

Ba

(
e

inπt
ρℓ sin

inπx

ℓ

)
= 4e

inπ
ρℓ

(t+x−ω1) sin
nπx

ℓ
sin

(
nπ(x− ω1)

2ℓ
α

)
sin

(
nπ(x − ω1)

2ℓ
β

)
.

where α =
(
ρ−1 + a

)
and β =

(
ρ−1 − a

)
.

Remark VI.2. If φ(t, x) is a solution of the wave equation

ρ2φtt − φxx = 0, φ(t, 0) = φ(t, ℓ) = 0,

whose initial data φ |t=0 and φt |t=0 are finite linear combinations of the eigenfunc-
tions

(
sin inπx

ℓ

)
then

Bρ−1φ(t, x) = 0.

Proposition VI.3. Let ℓ, α 6= β be positive numbers and I an interval in R.
Then, there exists a constant C > 0 such that, for all n ∈ R,

∫

I

∣∣∣∣sin
nπx

ℓ
sin

(
nπ(x− ω1)

2ℓ
α

)
sin

(
nπ(x − ω1)

2ℓ
β

)∣∣∣∣
2

dx ≥ C.

This fact may be easily proved by computing the integral.

Proof of the Theorem VI.1. Let (a1
n)n∈Z∗ , (a2

n)n∈Z∗ be complex finite se-

quences satisfying a1
−n = a1

n, a
2
−n = a2

n and

φk(t, x) =
∑

n∈Z∗

akne
inπt
ρkℓk sin

nπx

ℓk
, k = 1, 2.

Let us take a = ρ−1
1 . Since T > T0, it is possible to choose ω̂2 > ω1 sufficiently

close to ω1 such that ω̂2 and T̂ satisfy (7) and, besides, T̂ ≥ T0.
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Then, according to Proposition VI.1,

(11) C

∫ ω2

ω1

∫ T

0

|φ1 + φ2|2dtdx ≥
∫ ω̂2

ω1

∫ T̂

0

|Baφ
1 + Baφ

2|2dtdx.

But from Remark VI.2,

Baφ
1 = 0.

Thus, from the inequality (11) it follows

(12) C

∫ ω2

ω1

∫ T

0

|φ1 + φ2|2dtdx ≥
∫ ω̂2

ω1

∫ T̂

0

|Baφ
2|2dtdx.

On the other hand, as

φ2(t, x) =
∑

n∈Z∗

a2
ne

inπ
ρ2ℓ2

t sin
nπx

ℓ2
,

Proposition VI.2 guarantees that

Baφ
2(t, x) =

∑

n∈Z∗

a2
ne

inπ
ρ2ℓ2

tΘn(x),

where

Θn(x) := 4e
inπ
ρ2ℓ2

(x−ω1) sin
nπx

ℓ2
sin

(
nπ(x − ω1)

2ℓ2
α

)
sin

(
nπ(x− ω1)

2ℓ2
β

)

with

α =
1

ρ2

+
1

ρ1

, β =
1

ρ2

− 1

ρ1

.

Moreover, in view of Proposition VI.3, there exists a constant C > 0 such that
for every n ∈ N the following inequality is verified.

(13)

∫ ω̂2

ω1

|Θn(x)|2dx ≥ C.

Therefore, since T̂ ≥ T0 ≥ 2ρ2ℓ2,

∫ ω̂2

ω1

∫ T̂

0

|Baφ
2|2dtdx ≥

∫ ω̂2

ω1

∫ 2ρ2ℓ2

0

∣∣∣∣∣
∑

n∈Z∗

a2
ne

inπ
ρ2ℓ2

t
Θn(x)

∣∣∣∣∣

2

dtdx

= 2
∑

n∈N

|a2
n|2
∫ ω̂2

ω1

|Θn(x)|2dx,

(we have used the fact that the functions e
inπ
ρ2ℓ2

t are orthogonal on (0, 2ρ2ℓ2)) and
then, in view of (12) and (13),

C

∫ ω2

ω1

∫ T

0

|φ1 + φ2|2dtdx ≥
∑

n∈N

|a2
n|2.

The inequality

C

∫ ω2

ω1

∫ T

0

|φ1 + φ2|2dtdx ≥
∑

n∈N

|a1
n|2

is proved in a similar way, applying to φ1 +φ2 the operator Ba with a = ρ−1
2 . This

concludes the proof of the theorem. �
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1.3. Control of strings with equal densities. Theorem VI.1 does not pro-
vide any information on what happens when ρ1 = ρ2 but ℓ1 6= ℓ2. This is due to
the local character of the operators Ba: they cannot distinguish between solutions
of the wave equation that propagate at the same speed. This fact, however, is not
purely technical. If ρ1 = ρ2 = ρ, the condition ℓ1 6= ℓ2 is not sufficient for the
inequality (6) to be true.

Indeed, let us assume that

ℓ1
ℓ2

=
p

q
, p, q ∈ N.

Then, the solutions

φ1(t, x) = e
ipπ
ρℓ1

t sin
pπx

ℓ1
, φ2(t, x) = −e

iqπ
ρℓ2

t sin
qπx

ℓ2

satisfy

φ1(t, x) + φ2(t, x) ≡ 0.

Thus, an inequality of type (6) is impossible for any interval ω and any time T ,

whenever the ratio ℓ1
ℓ2

is a rational number. It is even impossible to replace the right

hand term in (6) by any other weaker norm of the initial data. In this sense, the
problem turns out to be similar to that of the simultaneous control of two strings
from one extreme, since the lengths of the strings do play a crucial role. When the
ratio ℓ1

ℓ2
is an irrational number, it is possible to prove a weakened version of (6).

We use the same technique as in Theorem III.2,
We denote by Zk, k = 1, 2, the space of the finite linear combinations of the

functions
(
sin nπx

ℓk

)
n∈N

.

Theorem VI.2. Let ρ1 = ρ2 = ρ and T ≥ 2ρ(ℓ1 + ℓ2). There exists a constant
C > 0 such that

(14) C

∫

ω

∫ T

0

|φ1(t, x) + φ2(t, x)|2dtdx ≥
∑

sin2 ℓ2nπ

ℓ1

(
(φ1

0)
2 + n−2(φ1

1)
2
)
,

(15) C

∫

ω

∫ T

0

|φ1(t, x) + φ2(t, x)|2dtdx ≥
∑

sin2 ℓ1nπ

ℓ2

(
(φ2

0)
2 + n−2(φ2

1)
2
)
,

for all the solutions φ1, φ2 of (4) with initial states in Z1 × Z1 and Z2 × Z2,
respectively.

Proof. The inequality (15) is equivalent to

C

∫

ω

∫ T

0

|Φ|2 dtdx ≥
∑

n∈N

|a2
n|2 sin2 ℓ1nπ

ℓ2
,

where

Φ :=
∑

n∈Z∗

a1
ne

inπt
ρℓ1 sin

nπx

ℓ1
+ a2

ne
inπt
ρℓ2 sin

nπx

ℓ2
,

for all the finite complex sequences verifying a1
−n = a1

n, a
2
−n = a2

n.
To prove this assertion, let us observe that, for every x ∈ ω,

(16) (ρℓ1)
−(
∑

n∈Z∗

a1
ne

inπt
ρℓ1 ) = 0,
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where (ρℓ1)
− is the operator defined by (II.7) for the number ρℓ1(the equality (16)

corresponds to the 2ρℓ1-periodicity in time of the solution φ1). Then,

(ρℓ1)
−Φ = (ρℓ1)

−
∑

n∈Z∗

a2
ne

inπt
ρℓ2 sin

nπx

ℓ2

=
∑

n∈Z∗

a2
ne

inπt
ρℓ2 sin

ℓ1nπ

ℓ2
sin

nπx

ℓ2
.

Besides, from Proposition II.2 we obtain that for every x ∈ ω,
(17)∫ T

0

|Φ|2 dt ≥
∫ T−ρℓ1

ρℓ1

|(ρℓ1)−Φ|2dt =

∫ T−ρℓ1

ρℓ1

|
∑

n∈Z∗

a2
ne

inπt
ρℓ2 sin

ℓ1nπ

ℓ2
sin

nπx

ℓ2
|2dt.

On the other hand, since T ≥ 2ρ(ℓ1 + ℓ2) then,

∫ T−ρℓ1

ρℓ1

∣∣∣∣∣
∑

n∈Z∗

a2
ne

inπt
ρℓ2 sin

ℓ1
ℓ2
nπ sin

nπx

ℓ2

∣∣∣∣∣

2

dt

≥
∫ ρℓ1+2ρℓ2

ρℓ1

∣∣∣∣∣
∑

n∈Z∗

a2
ne

inπt
ρℓ2 sin

ℓ1nπ

ℓ2
sin

nπx

ℓ2

∣∣∣∣∣

2

dt

= 2
∑

n∈N

|a2
n|2 sin2 nπx

ℓ2
sin2 ℓ1nπ

ℓ2
.

(we have used here the fact that the functions
(
e

inπt
ρℓ2

)
n∈Z∗

are orthonormal on any

interval of length 2ρℓ2).
Further, in view of (17),

(18) C

∫

ω

∫ T

0

|Φ|2 dtdx ≥
∑

n∈N

|a2
n|2 sin2 ℓ1nπ

ℓ2

∫

ω

sin2 nπx

ℓ2
dx.

Finally, let us observe that for any interval ω ⊂ R there exists a constant
C = C(ω) such that ∫

ω

sin2 nπx

ℓ2
dx ≥ C.

Therefore, from (18) it holds

C

∫

ω

∫ T

0

|Φ|2 dtdx ≥
∑

n∈N

|a2
n|2 sin2 ℓ1nπ

ℓ2
.

The inequality (14) may be obtained in an analogous way. �

Remark VI.3. When the nuber ℓ1
ℓ2

is rational, some of the coefficients sin ℓ2nπ
ℓ1

or sin ℓ1nπ
ℓ2

entering in the right hand side of inequalities (14), (15) vanish. This

agrees with the fact that in this case we cannot obtain an inequality of type (6).

Corollary VI.2. If the number ℓ1
ℓ2

is irrational and T ≥ 2ρ(ℓ1 + ℓ2) then

the system (2) is spectrally controllable in time T , that is, all the initial states
(u1

0, u
1
1) ∈ Z1 × Z1, (u2

0, u
2
1) ∈ Z2 × Z2 are controllable in time T .
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If we have some additional information on the rational approximation properties
of the ratio ℓ1

ℓ2
, then it is possible to describe subspaces of controllable initial states

in the same way as it was done in Subsection III.2.1.

Corollary VI.3. a)If ℓ1
ℓ2

∈ Bε then the subspace of initial states

(ui0, u
i
1) ∈ Ĥ2+ε(0, ℓi) × Ĥ1+ε(0, ℓi),

is controllable in any time T ≥ 2ρ(ℓ1 + ℓ2). In particular, if ℓ1
ℓ2

is an irrational
algebraic number, this subspace is controllable for any ε > 0.

b) If ℓ1
ℓ2

admits a bounded development in continuous fractions, then the sub-
space of initial states

(ui0, u
i
1) ∈

[
H2(0, ℓi) ∩H1

0 (0, ℓi)
]
×H1

0 (0, ℓi),

is controllable in any time T ≥ 2ρ(ℓ1 + ℓ2).

2. Simultaneous control on the whole domain

Let Ω be a bounded open subset of Rn with smooth boundary and f ∈
L2

loc(R
n+1). Let us consider the system

(19)





ρ2
ku

k
tt − ∆uk + f = 0 in Ω × R,

uk |∂Ω = 0 in R,

uk(0, .) = uk0 , ukt (0, .) = uk1 in Ω.

The system (19) corresponds to the motion of N elastic membranes with densities
ρ1, ..., ρN having at rest the same shape Ω and whose borders are fixed. Those
membranes are controlled by means of a function f than acts on the whole domain
Ω. When n = 1 the system (19) is a particular case of the system (2) with ℓ1 = ℓ2
and ω = (0, ℓ1).

The problem (19) is well posed for initial states (uk0 , u
k
1) ∈ H1

0 (Ω) × L2(Ω),
k = 1, ..., N . When f = 0, (19) becomes the homogeneous system

(20)





ρ2
kφ

k
tt − ∆φk + f = 0 in Ω × R,

φk |∂Ω = 0 in R,

φk(0, .) = φk0 , φkt (0, .) = φk1 in Ω,

which is also well posed for initial states (φk0 , φ
k
1) ∈ L2(Ω) ×H−1(Ω), k = 1, ..., N .

If (µn)n∈N is the increasing sequence of the eigenvalues −∆ with Dirichlet ho-
mogeneous boundary conditions in Ω and (θn)n∈N is the orthonormal in L2(Ω)
sequences of the corresponding eigenfunctions, then the solutions of (20) are deter-
mined by the formulas

φk(t, x) =
∑

n∈Z∗

akne
λnt
ρk θ|n|(x)

where

λn =
√
µ|n| sgn n, n ∈ Z∗,

akn =
1

2

(
φk0,|n| + iλnφ

k
1,|n|

)
, k = 1, ..., N, n ∈ Z∗.
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The control problem associated to the system (19) is: given T > 0, to determine
for which initial states (uk0 , u

k
1) ∈ H1

0 (Ω) × L2(Ω), k = 1, ..., N , there exists f ∈
L2((0, T ) × Ω) such that the solution of (19) satisfies

uk |t=T = ukt |t=T = 0.

System (19) is said to be exactly controllable in time T when all the initial states
from H1

0 (Ω) × L2(Ω) are controllable in time T .
The application of HUM guarantees that the system (19) is exactly controllable

in time T if, and only if, there exists a constant C > 0 such that the inequality

(21) C

∫

Ω

∫ T

0

∣∣∣∣∣
N∑

k=1

φk(t, x)

∣∣∣∣∣

2

dtdx ≥
N∑

k=1

||(φk0 , φk1)||2L2(Ω)×H−1(Ω)

is verified by all the solutions of (20) with initial states (φk0 , φ
k
1) ∈ L2(Ω)×H−1(Ω),

k = 1, ..., N .
This fact is equivalent to the existence of a constant C > 0 such that

(22) C

∫

Ω

∫ T

0

∣∣∣∣∣
N∑

k=1

∑

n∈Z∗

akne
λnt
ρk θ|n|(x)

∣∣∣∣∣

2

dtdx ≥ 2

N∑

k=1

∑

n∈N

|akn|2,

for all the finite complex sequences (akn)n∈Z∗ , k = 1, ..., N , verifying ak−n = akn.

Theorem VI.3. The system (19) is exactly controllable in time T > 0 if, and
only if, the numbers ρ1, ..., ρN are pairwise distinct.

Proof. If two of the numbers ρ1, ..., ρN coincide, say ρ1 = ρ2, and we choose

a1
n = −a2

n, akn = 0, k > N,

then the inequality (22) becomes

0 ≥ 4
∑

n∈N

|a1
n|2,

what is not true in general. Therefore, if two of the numbers ρ1, ..., ρN coincide
(22) fails.

Let us observe that, due to the orthonormality in L2(Ω) of the functions
(θn)n∈N, the inequality (22) may be written as

C

∫ T

0

∑

n∈N

∣∣∣∣∣
N∑

k=1

akne
λnt
ρk

∣∣∣∣∣

2

dt ≥
N∑

k=1

∑

n∈N

|akn|2.

Then, for every T > 0 and distinct numbers ρ1, ..., ρN it suffices to apply Proposition
VI.4 given below to obtain (22) and consequently, the proof of the theorem. �

Proposition VI.4. Let ρ1, ..., ρN be distinct positive numbers and (λn)n∈N a
sequence of positive numbers that tends to infinite. Then, for every T > 0 there
exists a constant C = C(T,N, ρ1, ..., ρN ) > 0 such that

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt ≥ C

N∑

k=1

|ak|2,

for all n ∈ N and (a1, ..., aN) ∈ RN .
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Proof. We proceed by induction with respect to the number N . For N = 1
the inequality is immediate. Let us suppose that the inequality is true for N − 1.

Let us denote

In =

N∑

k=2

ake
iλnt

ρk .

Then, according to our induction hypothesis, there exists a constant C > 0 such
that, for every n ∈ N,

∫ T

0

|In|2 dt ≥ C

N∑

k=2

|ak|2.

On the other hand,

(23)

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt = |a1|2T + 2ℜ(

∫ T

0

a1e
iλnt

ρ1 Indt) +

∫ T

0

|In|2dt.

Let us observe that

(24)

∣∣∣∣∣ℜ
∫ T

0

a1e
iλnt

ρ1 Indt

∣∣∣∣∣ ≤ |a1|
∣∣∣∣∣

∫ T

0

e
iλnt

ρ1 Indt

∣∣∣∣∣ = |a1|
∣∣∣∣∣
N∑

k=2

akγn,kdt

∣∣∣∣∣ ,

where

γn,k =

∫ T

0

e

“

1
ρ1

− 1
ρk

”

iλntdt.

Besides,

(25) |a1|
∣∣∣∣∣
N∑

k=2

akγn,k

∣∣∣∣∣ ≤ |a1|
N∑

k=2

|ak||γn,k| ≤
1

2

N∑

k=2

(
|a1|2 + |ak|2

)
|γn,k|.

Combining (24) and (25) it holds
∣∣∣∣∣ℜ
∫ T

0

a1e
iλnt

ρ1 Indt

∣∣∣∣∣ ≤
1

2

N∑

k=2

(
|a1|2 + |ak|2

)
|γn,k|,

which, in view of (23), implies

(26)

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt ≥ |a1|2(T −
N∑

k=2

|γn,k|) +

N∑

k=2

|ak|2(C − |γn,k|).

Let us observe now that2, for every k = 2, ..., N ,

|γn,k| ≤
2|ρk − ρ1|
ρ1ρkλn

→
n→∞

0.

Therefore, there exists n0 ∈ N such that, for all n ≥ n0,

N∑

k=2

|γn,k| ≤
T

2
, |γn,k| ≤

C

2
, k = 2, ..., N.

2It is precisely at this point of the proof where the condition that the numbers ρk, k = 1, ...,N ,

are all distinct is esential.
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As a consequence of (26) it holds, for every n ≥ n0,

(27)

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt ≥ |a1|2T
2

+
C

2

N∑

k=2

|ak|2 ≥ C

N∑

k=1

|ak|2.

Finally, it suffices to note that the functions e
iλnt

ρk , k = 1, ..., N , are linearly
independent over any interval, and thus

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt > 0,

except when a1 = · · · = aN = 0. This allows to apply a standard compactness
argument to prove that, for every n ∈ N, there exists a constant Cn > 0 such that

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt ≥ Cn

N∑

k=1

|ak|2.

Therefore, there exists C > 0 such that

∫ T

0

∣∣∣∣∣
N∑

k=1

ake
iλnt

ρk

∣∣∣∣∣

2

dt ≥ C

N∑

k=1

|ak|2,

for every n < n0. This fact, in view of (27), gives the assertion of the proposition.
�



CHAPTER VII

Other equations on networks

In this chapter we study the observation and control problems for the heat,
beam and Schrödinger equations on networks. We make emphasis on two main
issues: the spectral observability/controllability of the corresponding systems and
the possibility of identifying subspaces of controllable initial data for these equations
with the aid of the information we have already obtained in previous chapters on
the controllability of the system (I.11)-(I.16) of the network of strings.

The main spectral controllability result that we present asserts that whenever
the system (I.11)-(I.16) is spectrally controllable in some time T > 0, the heat,
beam and Schrödinger equations are also spectrally controllable in any time τ > 0.
Then, in view of Theorem V.1, the spectral controllability of those systems admits a
spectral characterization: the systems are spectrally controllable in any time τ > 0
if, and only if, no eigenfunction of the elliptic operator −∆G associated to the
system (I.11)-(I.16) vanishes identically on the controlled string.

On the other hand, the possibility of describing subspaces of controllable initial
data for the equations considered in this chapter from subspaces of controllable
states for the system (I.11)-(I.16), and corollaries IV.5 and IV.6 for networks of
strings allow, in particular, to identify subspaces of the form V r (domains of powers
of the operator −∆G).

1. The heat equation

The following parabolic system will be called heat equation on a network:

uit − uixx = 0 in R × [0, ℓi], i = 1, ...,M,(1)

u1(t,v1) = h(t) t ∈ R,(2)

ui(j)(t,vj) = 0 t ∈ R, j = 2, ..., N,(3)

ui(t,v) = uj(t,v) t ∈ R, v ∈VM, i, j ∈ Iv,(4)
∑

i∈Iv∂nu
i(t,v) = 0 t ∈ R, v ∈VM,(5)

ui(0, x) = ui0(x) x ∈ [0, ℓi], i = 1, ...,M.(6)

The problem (1)-(6) may be viewed as a model for the heat propagation in a
network under the action of a controller on one of the exterior nodes of the network.
For every T > 0, h ∈ L2(0, T ) and ū0 = (u1

0, ..., u
M
0 ) ∈ H the system (1)-(6) has a

unique solution ū that satisfies

ū ∈ C([0, T ] : H) ∩ L2([0, T ] : V ).

When h ≡ 0, this solution is expressed by the formula

ū(t, x) =
∑

n∈N

u0,ne
−µntθ̄n(x),

143
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if ū0 =
∑
n∈N u0,nθ̄n. Recall that µn = λ2

n are the eigenvalues and θ̄n the eigen-
functions of the Dirichlet problem for the laplacian on the network, which is the
same that corresponds to (I.11)-(I.15).

For the system (1)-(6) we consider the control problem: determine for which
initial data ū0 ∈ V ′, there exists a function h ∈ L2(0, T ) such that the solution ū
of (1)-(6) satisfies

ū(T, x) = 0̄.

When the initial datum ū0 has this property it is said that ū0 is controllable to
zero in time T. If all the initial data ū0 ∈ Z are controllable to zero in time T (as
before, Z is the set of all the finite lineal combinations of the eigenfunctions), we
will say that the system (1)-(6) is spectrally controllable in time T .

Let us observe that, unlike it happens for the wave equation, or more general,
for time-reversible equations, the fact that ū0 and ū1 are controllable to zero does
not imply the existence of a function h ∈ L2(0, T ) such that the solution of (1)-(6)
with initial datum ū0 coincides with ū1 in time T . This is caused by the lack of
time reversibility of the heat equation: due to the dissipative character of the heat
operator, the solutions with initial data ū0 ∈ H satisfy ui(T ) ∈ C∞((0, ℓi)) for
i = 2, ...,M . Thus, only very smooth states of the system may be reached.

Proceeding as in the case of the wave equation, we obtain the following criterion
of the controllability to zero of an initial datum:

Proposition VII.1. The initial datum ū0 ∈ H is controllable to zero in time
T with control h ∈ L2(0, T ) if, and only if, for every φ̄0 ∈ Z the following inequality
holds

〈ū0, φ̄(T )〉H =

∫ T

0

h(t)∂nφ
1(T − t,v1)dt,

where φ̄ is the solution of the homogeneous system (1)-(6) with initial datum ϕ̄0.

Clearly, it is sufficient to check the equality of the previous proposition when
φ̄0 is one of the eigenfunctions. That is,

(7)

∫ T

0

κke
−µk(T−t)h(t)dt = u0,ke

−µkT , k ∈ N,

where κk = ∂nθ
1
k(v1) is the normal derivative of the eigenfunction θ̄k at the con-

trolled node v1.
After performing the change of variable t → T

2 − t, the control problem may
be written equivalently as the following problem of moments:

Proposition VII.2. The initial datum ū0 =
∑

n∈N u0,nθ̄n ∈ H is controllable

to zero in time T with control h ∈ L2(0, T ) if, and only if, the following inequalities
are satisfied

(8)

∫ T
2

−T
2

κke
−µkth(t)dt = u0,ke

−µn
T
2 , k ∈ N.

This proposition allows to give the following characterization of the networks
for which the system (1)-(6) is spectrally controllable.

Theorem VII.1. The system (1)-(6) is spectrally controllable to zero in any
time T > 0 if, and only if, κk 6= 0 for every k ∈ N.
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Proof. The necessity of the condition κk 6= 0 is immediate: if κk = 0 for
some value of k then, the equality (8) becomes

u0,k = 0.

Consequently, it will not be possible to control an initial datum ū0 = θ̄k ∈ Z with
u0,k = 1.

In order to prove that the condition κk 6= 0 for every k ∈ N is sufficient for the
spectral controllability to zero of the system (1)-(6), it is enough to prove that for
every T > 0 there exists a sequence (wn), which is biorthogonal to (κke−µkt) in
L2(−T

2 ,
T
2 ).

According to Theorem V.1 the system (I.11)-(I.16) is spectrally controllable in
time T = 2L (recall that L is the total length of the graph). Then, using Proposition
II.8, there exists a sequence (vn)n∈Z∗

biorthogonal to
(
κkeiλkt

)
in L2(−L,L).

From Theorem II.3 we conclude that for every T > 0 there exists a sequence
(wn) biorthogonal to (κke−µkt) in L2(−T

2 ,
T
2 ). �

Remark VII.1. When the network graph is a tree, the condition κk 6= 0 for all
k ∈ N coincides with the fact that any two sub-trees with common root have disjoint
spectra. Recall that this is the non-degeneracy condition introduced in Chapter IV.

Following the procedure introduced by Russell in [73], it is possible to obtain
additional information on the controllability of the system (1)-(6) as a consequence
of the controllability of subspaces of initial states of the form Wr for the network
of strings:

Proposition VII.3. If the subspace Wr is controllable for the system (I.11)-
(I.16) in time T > 0 then all the initial data ū0 ∈ H are controllable to zero in any
time τ > 0 for the system (1)-(6).

Proof. According to Proposition II.9, if Wr is controllable for the system
(I.11)-(I.16) in time T > 0 then there exists a sequence (vn)n∈Z∗

biorthogonal to(
κkeiλkt

)
in L2(−T

2 ,
T
2 ). Besides, there exists a constant C > 0 such that for every

n ∈ Z∗, the sequence (vn) satisfies

(9) ‖vn‖L2(−T
2 ,

T
2 ) ≤ Cλr−1

n .

From Russell’s Theorem II.3 we obtain that for every τ > 0 there exists a
sequence (wn) biorthogonal to (κke−µkt) in L2(− τ

2 ,
τ
2 ), for which there exist positive

constants Cτ and γ such that

(10) ‖wn‖L2(− τ
2 ,

τ
2 ) ≤ ‖vn‖L2(−T

2 ,
T
2 ) e

γλn ,

for every n ∈ N.
In view of (9), (10) we obtain

(11) ‖wn‖L2(− τ
2 ,

τ
2 ) ≤ Cλr−1

n eγλn .

Finally, applying Proposition II.6 to the problem of moments (8) it follows that
all the initial data ū0 ∈ H satisfying

(12)
∑

n∈N

∣∣∣u0,ne
−µn

T
2

∣∣∣ ‖wn‖L2(− τ
2 ,

τ
2 ) <∞

are controllable.
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In view of (11), after applying the Cauchy-Schwarz inequality we obtain that
the convergence (12) is true if

(∑

n∈N

|u0,n|2
)(∑

n∈N

λ2r−2
n e2γλn−µnT

)
<∞.

Since µn = λ2
n and λn → ∞, the series

∑

n∈N

λ2r−2
n e2γλn−µnT

is convergent for any r ∈ R and then, all the initial data, which verify
∑

n∈N

|u0,n|2 <∞;

are controllable. And that is, any ū0 ∈ H is controllable. �

Theorem VII.1 and Proposition VII.3 allows to immediately obtain information
on the controllability of the heat equation on the star-shaped networks studied in
Section 8 of Chapter IV, from the corollaries IV.5 and IV.6.

Corollary VII.1. If the lengths ℓ1, ..., ℓn−1 of the uncontrolled edges of the
star-shaped network are such that

1) all the ratios ℓi
ℓj

with i 6= j are irrational numbers, then the system (1)-(6)

is spectrally controllable to zero in any time T > 0.
2) all the ratios ℓi

ℓj
with i 6= j belong to some set Bε then all the initial data

ū0 ∈ H are controllable to zero in any time T > 0.

2. Schrödinger equation

Let us consider the Schrödinger system on the network:

iukt − ukxx = 0 in R × [0, ℓk], k = 1, ...,M,(13)

u1(t,v1) = h(t) t ∈ R,(14)

uk(j)(t,vj) = 0 t ∈ R, j = 2, ..., N,(15)

uk(t,v) = uj(t,v) t ∈ R, v ∈VM, k, j ∈ kv,(16)
∑

k∈kv∂nu
k(t,v) = 0 t ∈ R, v ∈VM,(17)

uk(0, x) = uk0(x) x ∈ [0, ℓk], k = 1, ...,M.(18)

For every T > 0 and φ̄0 = (φ1
0, ..., φ

M
0 ) ∈ V the homogeneous version of the

system (13)-(18) with h ≡ 0 has a unique solution φ̄, which is expressed by the
formula

(19) φ̄(t, x) =
∑

n∈N

φ0,ne
iµntθ̄n(x),

if φ̄0 =
∑
n∈N φ0,nθ̄n. Once again, µn = λ2

n are the eigenvalues and θ̄n are the
eigenfunctions of the Dirichlet problem for the laplacian on the network. The
homogeneous system (13)-(18) is well posed in any of the spaces V r; the solution
is also given by (19).
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The non-homogeneous system (13)-(18) is well posed for any T > 0, h ∈
L2(0, T ) and initial datum ū0 ∈ V ′: there exists a unique solution ū of (13)-(18)
satisfying

ū ∈ C([0, T ] : V ′).

For the system (13)-(18) we consider the control problem: determine for which
initial data ū0 ∈ V ′ there exists a function h ∈ L2(0, T ) such that the solution ū of
(13)-(18) satisfies

ū(T, x) = 0̄.

When this is possible, it is said that the initial datum ū0 ∈ V ′ is controllable in
time T .

The following proposition provides a characterization of the initial data that
are controllable in time T .

Proposition VII.4. The initial datum ū0 ∈ V ′ is controllable in time T with
control h ∈ L2(0, T ) if, and only if, for every φ̄0 ∈ Z the following inequality is
satisfied

i〈ū0, φ̄0〉H =

∫ T

0

h(t)∂nφ
1(t,v1)dt,

where φ̄ is the solution of the homogeneous system (13)-(18) with initial datum φ̄0.

This characterization may be written as a problem of moments:

Proposition VII.5. The initial datum ū0 =
∑
n∈N u0,nθ̄n ∈ V ′ is controllable

in time T with control h ∈ L2(0, T ) if, and only if, the following equalities are
verified

(20)

∫ T
2

−T
2

κne
−iµnth(t)dt = u0,ne

−iµn
T
2 , n ∈ N.

On the other hand, the technique of HUM allow us to give an alternative
characterization:

Proposition VII.6. There exist T > 0 and a sequence (cn)n∈N of positive
numbers such that the inequality

(21)

∫ T

0

∣∣∂nφ1(t,v1)
∣∣2 dt ≥

∑

k∈N

c2k
∣∣φ0,k

∣∣2 ,

is verified by every solution φ̄ of the homogeneous system (13)-(18) with initial
datum φ̄0 ∈ Z, or equivalently,

(22)

∫ T

0

∣∣∣∣∣
∑

n∈N

κnane
iµnt

∣∣∣∣∣

2

dt ≥
∑

n∈N

c2n |an|2 ,

for every finite sequence (an) of complex numbers, if, and only if, the space

W =

{
ū0 =

∑

n∈N

u0,nθ̄n ∈ V ′ :
∑

n∈N

1

c2n
|u0,n|2 <∞

}

is controllable in time T .

Theorem VII.2. The system (13)-(18) is spectrally controllable in any time
T > 0 if, and only if, κn 6= 0 for every n ∈ N.
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Proof. The necessity of the condition κn 6= 0 is immediate: if κn = 0 for some
value of n then the equality of Proposition VII.5 becomes u0,n = 0. Consequently,
it is not possible to control an initial datum ū0 = θ̄n ∈ Z with u0,n = 1.

The proof of the sufficiency can be obtained from VII.5. The key element is
provided by Proposition V.2, which ensures that

lim
n→∞

µn
n2

=
π2

L2
.

This implies that the sequence (µn) satisfies

(23)
∑

n∈N

1

µn
<∞,

As it has been pointed out in the section 3 of Chapter II, the problem of
moments (20) has a solution for any finite sequence

mn =
1

κn
u0,ne

−iµn
T
2 , n ∈ N

if it is possible to find a biorthogonal sequence to
(
eiµnt

)
.

But the property (23) guarantees that for every τ > 0 there exists a non-
trivial entire function of exponential type at most τ , vanishing at every µn (see,
e.g., Theorem 15, p. 139 in [81]). Then, for every τ > 0 there exists a sequence
biorthogonal to

(
eiµnt

)
in L2(−τ , τ ). �

Remark VII.2. It is also possible to give a proof of the sufficiency of the
condition κn 6= 0 for every n ∈ N for the spectral controllability of the system (13)-
(18) using Proposition VII.6. Indeed, as the sequence (λn) has finite upper density
D+(λn), then D+(µn) = 0. If we apply Corollary II.5 of Theorem II.6 it follows
that for every T > 0 there exist positive numbers γn, n ∈ N, such that

∫ T

0

∣∣∣∣∣
∑

n∈N

κnane
iµnt

∣∣∣∣∣

2

dt ≥
∑

n∈N

κ2
nγ

2
n |an|2 ,

for any finite sequence (an) of complex numbers. This is the inequality (21) with
cn = κnγn; all these coefficients are positive if κn 6= 0 for every n ∈ N.

Corollary VII.2. For every T > 0 the properties of the system (13)-(18):
– unique continuation from the controlled node of the solutions of the homoge-

neous system:

∂nφ
1(.,v1) = 0 in L2(0;T ) implies φ̄0 = 0̄;

– spectral unique continuation from the controlled node:

κn 6= 0 for every n ∈ N;

are equivalent.

Like in the case of the heat equation, for the system (13)-(18) it is possible to
describe subspaces of controllable initial data based on similar information for the
wave equation.

Proposition VII.7. If the subspace Wr is controllable for the system (I.11)-
(I.16) in some time T > 0 then all the initial data ū0 ∈ V 2r−1 are controllable in
any time τ > 0 for the system (13)-(18).



2. SCHRÖDINGER EQUATION 149

Proof. According to Remark II.6, if the subspace Wr is controllable for the
system (I.11)-(I.16) in time T > 0 then the inequality

(24)

∫ T

0

∣∣∣∣∣
∑

n∈N

κnane
iλnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈N

λ2(1−r)
n |an|2 ,

is valid for any finite complex sequence (an).
Let us observe that if Wr is controllable in time T for the system (I.11)-(I.16)

then (I.11)-(I.16) is spectrally controllable and thus κn 6= 0, n ∈ N. Besides, pro-
ceeding as in Remark III.4, from (24) it follows that there exist constants C1, C2 > 0
such that for every n ∈ N,

(25) C1λ
1−r
n ≤ |κn| ≤ C2λn.

Then the inequality (24) can be written in the equivalent form

∫ T

0

∣∣∣∣∣
∑

n∈N

ane
iλnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈N

λ2(1−r)
n |an|2 |κn|−2.

and from (25) we get

(26)

∫ T

0

∣∣∣∣∣
∑

n∈N

ane
iλnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈N

λ−2r
n |an|2 .

If we apply Theorem II.7 to the inequality (26) we obtain

(27)

∫ T

0

∣∣∣∣∣
∑

n∈N

ane
iµnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈N

λ−2r
n |an|2 .

In view of (25), from (27) it follows

(28)

∫ T

0

∣∣∣∣∣
∑

n∈N

κnane
iµnt

∣∣∣∣∣

2

dt ≥ C
∑

n∈N

λ−2r
n |an|2 |κn|2 ≥ C

∑

n∈N

λ2(1−2r)
n |an|2 .

Now it suffices to note that, according to Proposition VII.6, the fact that the
inequality (28) is valid for any finite complex sequence (an) is equivalent to the fact
that all the initial data ū0 ∈ V 2r−1 are controllable in time τ > 0 for the system
(13)-(18). �

Theorem VII.2 and Proposition VII.7 allow to obtain immediate information
for the Schrödinger equation on the star-shaped networks studied in the section 8
of Chapter IV, using the corollaries IV.5, IV.6 and IV.7.

Corollary VII.3. If the lengths ℓ1, ..., ℓn−1 of the uncontrolled edges of a
star-shaped network are such that

1) all ratios ℓi
ℓj

with i 6= j are irrational numbers, then the system (13)-(18)

is spectrally controllable in any time T > 0.
2) all the ratios ℓi

ℓj
with i 6= j belong to some set Bε, then the subspace

V 2n−4+ε of initial data for the system (13)-(18) is controllable in any
time T > 0.

3) verify the conditions (S), then for every ε > 0 the subspace V 1+ε of initial
data for the system (13)-(18) is controllable in any time T > 0.
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Remark VII.3. All the results of this section are valid for the system obtained
by replacing the equation (13) by iukt + ukxx = 0. In this case, the corresponding
observability inequality is

∫ T

0

∣∣∣∣∣
∑

n∈N

κnane
−iµnt

∣∣∣∣∣

2

dt ≥
∑

n∈N

c2n |an|2 ,

which, clearly, coincides with (22).

3. A model of network of beams

Now we will consider the following model of a network of flexible beams con-
trolled from one exterior node.

uitt + uixxxx = 0 in R × [0, ℓi], i = 1, ...,M,

(29)

u1(t,v1) = 0, ∂2
nu

1(t,v1) = h(t) t ∈ R,

(30)

ui(j)(t,vj) = 0 t ∈ R, j = 2, ..., N,

(31)

ui(t,v) = uj(t,v), ∂2
nu

i(t,v) = ∂2
nu

j(t,v) t ∈ R, v ∈VM, i, j ∈ Iv,

(32)

∑
i∈Iv∂nu

i(t,v) =
∑

i∈Iv

∂3
nu

i(t,v) = 0 t ∈ R, v ∈VM,

(33)

ui(0, x) = ui0(x), uit(0, x) = ui1(x) x ∈ [0, ℓi], i = 1, ...,M.

(34)

Let us observe that in this case the control acts through the normal derivative
∂2
nu

1(.,v1) at the node v1.
The system (29)-(34) is well posed for h ∈ L2(0, T ) and ū0 ∈ V , ū1 ∈ V ′. The

homogeneous version of (29)-(34) is also well posed for ū0 ∈ V 2, ū1 ∈ H .
We study the following control problem in time T for the system (29)-(34):

determine for which initial states (ū0, ū1) ∈ V × V ′, there exists h ∈ L2(0, T ) such
that the corresponding solution ū of (29)-(34) satisfies

ū(T, .) = ūt(T, .) = 0̄.

Those initial states (ū0, ū1) for which such a function h exists will be called con-
trollable in time T . We will say that a subspace of V × V ′ is controllable in time
T is so are all of its elements. In particular, if Z × Z is controllable in time T , we
will say that the system (29)-(34) is spectrally controllable in time T .

Let us remark that Z denotes as previously the space of all the finite linear
combinations of the eigenfunctions of the operator DG associated to (29)-(34).
This is the operator DG : H → H defined by

DG(u1, ..., uM ) = (u1
xxxx, ..., u

M
xxxx)

with the boundary conditions

ui(v)(v) = ∂2
nu

i(v)(v) = 0,
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at the exterior nodes and

ui(v) = uj(v), ∂2
nu

i(v) = ∂2
nu

j(v) i, j ∈ Iv,

∑

i∈Iv

∂nu
i(v) =

∑

i∈Iv

∂3
nu

i(v) = 0

at the interior ones..
The operator DG coincides with the square of the elliptic operator −∆G as-

sociated to the problem (I.11)-(I.16). By this reason, the eigenfunctions of DG

coincide with the eigenfunctions of (θ̄n) de −∆G and the eigenvalues are
(
µ2
n

)
. In

particular, the space Z for the equation (29)-(34) coincides with that of the equa-
tion (I.11)-(I.16). Besides, the solution of the homogeneous system (29)-(34) with
initial data

φ̄0 =
∑

n∈N

φ0,nθ̄n, φ̄1 =
∑

n∈N

φ1,nθ̄n,

is expressed by the formula

φ̄(t, x) =
∑

n∈N

(
φ0,n cosµnt+

φ1,n

µn
sinµnt

)
θ̄n(x).

Proposition VII.8. The initial state (ū0, ū1) ∈ V × V ′ is controllable in time
T with control h ∈ L2(0, T ) if, and only if, for every (φ̄0, φ̄1) ∈ Z ×Z the following
equality is true

(35) 〈φ̄1, ū0〉V ′×V − 〈ū1, φ̄0〉V ′×V =

∫ T

0

h(t)∂nφ
1(t,v1)dt,

where φ̄ is the solution of the homogeneous system (29)-(34) with initial state
(φ̄0, φ̄1).

Clearly, it is sufficient to check the equality (35) for the initial states of the form
(0̄, θ̄n) and (θ̄n, 0̄), n ∈ N. Then, if we define µn = −µ−n for n < 0, Proposition
VII.8 gives rise to a problem of moments:

Proposition VII.9. The initial state (ū0, ū1) ∈ V × V ′ is controllable in time
T with control h ∈ L2(0, T ) if, and only the equalities

(36)

∫ T

0

κ|n|h(t)e
iµntdt = u1,|n| − iµnu0,|n|,

are verified for every n ∈ Z∗.

Let us observe that the problem of moments (36) coincides with the problem
of moments for the Schrödinger equation, except by the fact that now the sequence
(µn)n∈N should be replaced by (µn)n∈Z∗ = (±µn)n∈N. That is why, proceeding as
in the proof of Theorem VII.2 it is possible to prove

Theorem VII.3. The system (29)-(34) is spectrally controllable in any time
T > 0 if, and only if, κn 6= 0 for every n ∈ N.

On the other hand, the technique of HUM allows us to obtain from Proposition
VII.8
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Proposition VII.10. There exist T > 0 and a sequence (cn)n∈N of positive
numbers such that the following inequality is verified

(37)

∫ T

0

∣∣∂nφ1(t,v1)
∣∣2 dt ≥

∑

k∈N

c2k
(
µ2
nφ

2
0,k + φ2

1,k

)
,

by every solution φ̄ of the homogeneous system (29)-(34) with initial state (φ̄0, φ̄1) ∈
Z × Z, or equivalently, the inequality

(38)

∫ T

0

∣∣∣∣∣
∑

n∈Z∗

κ|n|ane
iµnt

∣∣∣∣∣

2

dt ≥
∑

n∈N

c2n |an|2 ,

is valid for every finite sequence of complex numbers (an) verifying a−n = an if,
and only if, the space

W =

{
(ū0, ū1) ∈ V × V ′ :

∑

n∈N

(
1

c2n
u2

0,n +
1

c2nµ
2
n

u2
1,n

)
<∞

}

is controllable in time T .

Once again, it is possible to identify subspaces of controllable initial states for
system (29)-(34) based on the similar information for the system (I.11)-(I.16).

Proposition VII.11. If the subspace Wr is controllable for the system (I.11)-
(I.16) in time T > 0 then all the initial states (ū0, ū1) ∈ V 2r+1 × V 2r−1 are con-
trollable in any time τ > 0 for the system (29)-(34).

As a consequence of the previous result we obtain for star-shaped networks:

Corollary VII.4. If the lengths ℓ1, ..., ℓn−1 of the uncontrolled edges of a
star-shaped network are such that

1) all the ratios ℓi
ℓj

with i 6= j are irrational numbers, then the system (29)-

(34) is spectrally controllable in any time T > 0.
2) all the ratios ℓi

ℓj
with i 6= j belong to some set Bε, then the subspace

V 2n−2+ε×V 2n−4+ε of initial states for the system (29)-(34) is controllable
in any time T > 0.

3) verify the conditions (S), then for every ε > 0 the subspace V 3+ε × V 1+ε

of initial states for the system (29)-(34) is controllable in any time T > 0.



CHAPTER VIII

Final remarks and open problems

1. Brief description of the main results presented in this book

1.1. Networks of strings. The main result on the spectral controllability of
arbitrary networks from an exterior node is given in Theorem V.1: the network
is spectrally controllable in some finite time if and only if the spectral unique con-
tinuation property from the controlled node is verified. Besides, when the spectral
unique continuation property holds, the network is spectrally controllable in any
time larger than twice the total length of the network; that is the minimal time
allowing the spectral control. From this point of view, the networks of strings be-
have, essentially, as a single string whose length coincides with the total length of
the network. The main reason is that the sequence of eigenvalues of the network
is asymptotically equivalent to the sequence of eigenvalues of a string with that
length (Proposition V.2).

The main difference between those cases consists in that, for a string the spec-
tral unique continuation property is always verified, while for any non-trivial topo-
logical configuration of the network there exists values of the lengths of the strings
such that the spectral unique continuation fails. This leads to the fact that, in spite
of the exact controllability of strings, the exact controllability of networks is never
reached (Theorem I.2). In this sense, the exterior control of a network is analogous
to the control of a string from an interior point.

The spectral controllability property allows to ensure the controllability of a
subspace of initial states that may be explicitly described in terms of the eigen-
functions of the network and the values of the eigenfunctions at the controlled node
(Remark V.1).

For networks with simple topological configurations it is possible to provide
more precise information:
Tree-shaped networks. When the network graph is a tree it is possible to obtain
a complete characterization of those trees for which the spectral unique continuation
property is verified (Proposition IV.13) and thus, to characterize the trees which are
spectrally controllable in a time equal to twice the total length of the network. The
set of trees with a given topological configuration for which the spectral unique
continuation fails has null Lebesgue measure (Proposition IV.15). Though these
results could be obtained from Theorem V.1, the technique used in Chapter IV,
essentially based on the representation of the solutions of the wave equation by
means of the d’Alembert formula, allows to prove the spectral controllability in
the minimal time (Theorem IV.2). Besides, it provides a weighted observability
inequality with weights that are explicitly computed in terms of the eigenvalues.

Some of the results are of independent interest. That is the case, for instance,
of the compatibility conditions Put(.,v) + Qux(.,v) = 0 at the controlled node
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(Proposition IV.5). From those conditions it is possible to obtain an equation
for the eigenvalues (Proposition IV.11) and the pseudo-periodicity property of the
solutions of the homogeneous system (Remark IV.3), which implies that increasing
the control time does not lead to improving the controllability results (Proposition
IV.4).

Star-shaped networks. The star-shaped networks are a particular case of trees
and then, the results of Theorem IV.3. In this case, the spectral unique continua-
tion condition means that the ratios of the lengths of the uncontrolled strings are
irrational numbers (Section IV.8.1). Besides, it is possible to identify subspaces
of controllable initial states of the form Wr (which are, essentially, Sobolev spaces
on the strings with appropriate boundary and coupling conditions at the multi-
ple node). The existence of such subspaces depends on rational approximation
properties of the ratios of the lengths.

For these networks it is possible to prove that when the observation time is
smaller than twice the total lengths of the network, the unique continuation prop-
erty from the controlled node fails for the solutions of the corresponding homoge-
neous system. This implies not only the lack of spectral controllability, but also of
approximate. In Section III.9 we have given an example of a smooth solution of the
homogeneous system for which the unique continuation property is not true when
the observation time is small.

1.2. Simultaneous control of strings. Simultaneous control of trees
from one exterior node. The results concerning the simultaneous control from
an exterior node of a finite number of tree-shaped networks (Corollary IV.4) are
similar to those corresponding to a single tree: the networks are simultaneously
spectrally controllable in some finite time, if and only if each of them is spectrally
controllable and the spectra of the networks are pairwise disjoint. The minimal time
to simultaneously control the system is the sum of the minimal control times of all
the networks.

When the networks are simultaneously spectrally controllable it is possible
to indicate subspaces of controllable initial states, which are explicitly defined in
terms of the eigenvalues of the networks (Proposition IV.16). In particular, if
the simultaneously controlled networks are strings, then for certain values of the
lengths of the strings it is possible to indicate Sobolev-type spaces of controllable
initial states (Corollaries IV.8 and IV.9). Besides, it is proved (Corollary III.3)
that, depending on the lengths of the strings, the space of controllable initial states
may be arbitrarily small, that is, there exist initial states with Fourier coefficients
increasing arbitrarily rapidly, which are not controllable in any finite time.
Control at all the nodes with only four functions. Using the results for
the simultaneous control of strings, it is possible to solve the problem on how
many different controls are necessary to reach the spectral controllability of the
network. A simple application of the Four Colors Theorem allows to ensure that,
under certain irrationality conditions of the lengths of the strings, four colors are
sufficient (besides, one of them may be chosen identically equal to zero) to control
the network in a time T ∗ (and then in any time larger than T ∗), which is smaller
than twice the total lengths of the network (Proposition V.5).

Simultaneous interior control of strings. The simultaneous control from an
open set of two strings with different densities turns out to be a much more robust



2. FUTURE LINES OF RESEARCH AND OPEN PROBLEMS 155

property: the networks are simultaneously exactly controllable in any time larger
than the characteristic times of both strings (Corollary VI.1). However, when the
string are of the same density, the results are completely analogous to those obtained
for the simultaneous control of two string from one extreme (Corollaries VI.2 and
VI.3).

1.3. Other equations on networks. For Shrödinger (Theorem VII.2), heat
(Theorem VII.1) and beam (Theorem VII.3) equations the spectral unique contin-
uation property from the controlled node is necessary and sufficient for the system
to be spectrally controllable in any arbitrarily small time.

When we know spaces of controllable initial states for the wave equation of the
type Wr (which is the case, for instance, of the star-shaped networks), then it is pos-
sible to identify subspaces of controllable initial data for the Schrödinger, heat and
beam equations on that network (Propositions VII.3, VII.7, VII.11, respectively).
In particular, the heat equation is exactly controllable.

2. Future lines of research and open problems

The context of multi-structures is extremely reach and provides a large number
of problem of quite complex mathematical nature. In most cases, basic issues as the
existence and uniqueness of the solutions remain open. The mathematical study of
these problem will necessarily lead to new, more powerful mathematical tools.

In our opinion, the future development in connection with the problems ad-
dressed in this book should follow three main lines:

1.– Study of more complex models of string of beam networks, which provide a
more realistic description of the motion of these objects and, in particular, take
into account their three-dimensional character. The book [51] provides a valuable
source of models of multi-body structures. We also refer to the article [48] for an
account of the main developments in this field.

2.– Study of equations with variable coefficient on graphs. In view of the results
in [62] and [15], we hope that the techniques used in Chapters V and VII may be
adapted to this case.

3.– Study of systems of coupled multi-dimensional objects. This may be the case
of networks as well as systems coupled through the boundary conditions.

All these problems required both a theoretical and numerical analysis.

To be more precise, we also mention some open problems which are directly
related to the problems considered along this book.

1.– To study the observability properties of the wave equation with a potential

utt − uxx − α(x)u = 0

on graphs.
This problem has been recently considered in [44] in the case of simultaneous

observation of strings for constant α. In that paper, using the generalized Ingham
theorem II.4, it is proved that, generically in the set of all possible lengths of
the strings, the unique continuation property and the spectral controllability hold.
However, it would be interesting to describe the observed norm in terms of Sobolev
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spaces as it has been done for the case α = 0. The case of variable α is a completely
open question.

2.– Wave equation with variable coefficients

ρ(x)utt − (σ(x)ux)x = 0.

The results from the Beurling-Malliavin Theorem are expected to be still true, but
the propagation arguments to apply them to the network are much more complex.
We can try the usual trick of performing the change of variable to reduce the
problem to an equation of the form

vtt − vxx + a(x)v = 0.

But then, we return to the difficulty mentioned in problem 1. In any case, we know
that the coefficients should be at least of class BV. A smaller degree of smoothness
is not sufficient even in the case of one string.

3.– When the equations of the network are of the type

utt − uxx − α(x, t)u = 0

the situation appears to be much more complex and the results we have presented
here are not expected to be easily extended to that case.

The semilinear equation

utt − uxx − f(u) = 0

seems to be a far from the the scope of the existing tools.

4.– To find a decomposition of a general graph allowing to give a description
of the spectral unique continuation property in simpler terms as it was done for
trees. The starting point should be the characterization of the spectral unique
continuation property for a graph formed by a circle to with to strings are coupled.
Even in that quite simple configuration, the property is not well understood.

5.– A quite rich and widely open field is the numerical implementation of the
observability results for networks of strings in the spirit of works [37], [65], [83].
Some effective numerical techniques have been developed in [49] and [50] for ob-
servations from large sets, that is, when the original energy of the solution may
be recovered from the observation. The situation seems to be more complicated
in the case of weak observability considered along this book, since the irrationality
conditions on the lengths is an obstacle to computational implementation.



APPENDIX A

Some consequences of diophantine approximation

theorems

In this appendix we have gathered some results that have been used in the proof
of several theorems in the main text. All of these results have a common feature:
they are obtained as consequences of theorem related to the approximation of real
numbers by rational numbers.

For η ∈ R we denote by |||η||| the distance from η to the set Z:

|||η||| := min
η−x∈Z

|x|

and by E(η) the closest to η integer number1:

|η − E(η)| = |||η|||.
Let us observe that 0 ≤ |||η||| ≤ 1

2 and besides, that η may be expressed as

(1) η = E(η) + F(η),

where

|F(η)| = |||η|||, −1

2
≤ F(η) ≤ 1

2
.

For given real numbers ℓ1, ..., ℓN , we define the function

a(λ) = a(λ, ℓ1, ..., ℓN ) :=

N∑

i=1

∏

j 6=i

|sinλℓj | .

This function frequently appears in the problems we have studied. Our aim is to
find conditions on the numbers ℓ1, ..., ℓN guaranteeing that for some α ∈ R the
function

a(λ)λα

remains bounded from below as λ→ ∞.
For m ∈ N, i = 1, ..., N, we denote

zi(m) := zi(m, ℓ1, ..., ℓN) :=
∏

j 6=i

|||ℓj
ℓi
m|||,

mi(λ) := mi(λ, ℓ1, ..., ℓN) := E

(
ℓi
π
λ

)
.

The following proposition allows to reduce the stated problem to one of ap-
proximation by rationals.

1If |||η||| = 1
2

there are two integer numbers with that property: η + 1
2

and η − 1
2
. In this

case E(η) will denote one of these numbers.
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Proposition A.1. There exists a positive constant C such that for every λ ∈ R
the inequality

a(λ) ≥ C min
i=1,...,N

zi(mi(λ))

is satisfied.

Proof. Let us remark first that every x ∈ R can be expressed in the form

x = πE
(x
π

)
+ πF

(x
π

)
.

Then it follows

(2) sinx = sinπF
(x
π

)
.

Taking into account that if |x| ≤ 1
2 then the inequalities

2 |x| ≤ |sinπx| ≤ π |x| ,
are true, from (2) we obtain for every x ∈ R

(3) 2|||x
π
||| ≤ |sinx| ≤ π|||x

π
|||.

In view of this inequality, we have for every λ ∈ R

(4) 2|||mi(λ)
ℓj
ℓi
||| ≤ sin

(
mi(λ)

ℓj
ℓi
π

)
.

If we denote

γ
i = F

(
ℓi
π
λ

)
,

then

mi(λ) = E

(
ℓi
π
λ

)
=
ℓi
π
λ− F

(
ℓi
π
λ

)
=
ℓi
π
λ− γ

i.

Replacing this expression of mi(λ) in the right hand term of (4) it follows

2|||mi(λ)
ℓj
ℓi
||| ≤

∣∣∣∣sin
(
ℓjλ− γ

i ℓj
ℓi
π

)∣∣∣∣ =
∣∣∣∣sin ℓjλ cosγ

i ℓj
ℓi
π − cos ℓjλ sin γ

i ℓj
ℓi
π

∣∣∣∣

≤ |sin ℓjλ| +
∣∣γi
∣∣ ℓj
ℓi
π.

On the other hand, from the inequality (3) we get

∣∣γi
∣∣ = |||λℓi

π
||| ≤ 1

2
|sinλℓi| .

Thus we may conclude that for every i = 1, ..., N and every j 6= i

|||mi(λ)
ℓj
ℓi
||| ≤ 1

2
|sin ℓjλ| +

πℓj
4ℓi

|sinλℓi| .

Multiplying these inequalities we obtain that there exists a constant C > 0 such
that for every i = 1, .., N

(5) zi(mi(λ)) =
∏

j 6=i

|||ℓj
ℓi

mi(λ)||| ≤ C |sinλℓi| +
1

2N−1

∏

j 6=i

|sin ℓjλ| .

With this, it is now quite simple to prove the assertion of the proposition. We
will prove that if (λn) is a sequence such that a(λn) → 0 then there exists a value
i0 of i such that zi0 (mi0(λn)) → 0.
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Indeed, let us observe that if the sequence (λn) satisfies a(λn) → 0 then, for
every i ∏

j 6=i

|sin ℓjλn| → 0.

Then there would exist some i0 such that |sinλnℓi0 | → 0. Thus, from the inequality
(5) for i = i0 it follows

zi0(mi0(λn)) → 0.

This proves the proposition. �

Corollary A.1. Let α ∈ R. If for every i = 1, ..., N , the ratio
ℓj
ℓi

, j = 1, ..., N ,
has the property that there exists a constant Ci > 0 such that, for every m ∈ N,

(6) mα
∏

j 6=i

|||ℓj
ℓi
m||| ≥ Ci,

then
a(λ)λα ≥ C,

for every λ > 0.

In what follows we will see some rational approximation theorems. which pro-
vide sufficient conditions for an inequality like (6) to be true.

Let us recall that a real number ξ is said to be algebraic if ξ is the root of
some polynomial with rational coefficients. The set A of all the algebraic numbers
is a sub-fields of R. The Lebesgue measure of A is equal to zero, but A is dense
in R. Besides, so is A \ Q. It is said that the algebraic number ξ is of order p if
the polynomial with rational coefficients of minimal degree that vanishes at ξ is of
degree p.

A classical problem in Number Theory is the following: given ξ, α ∈ R, deter-
mine whether the inequality

|||ξm||| ≤ 1

mα

has solutions m ∈ Z. This is equivalent to the existence of m,n ∈ Z such that
∣∣∣ξ − n

m

∣∣∣ ≤ 1

mα+1
.

The relevance of this problem is related to the following theorem due to Liouville:

Theorem A.1 (Liouville). If ξ is an algebraic number of order p ≥ 2, then the
inequality ∣∣∣ξ − n

m

∣∣∣ ≤ 1

mp

has no solutions n,m ∈ Z.

This fact was used by Liouville to prove that not all the real numbers are alge-
braic; he constructed explicit examples of numbers ξ ∈ R, known now as Liouville’s
numbers, one of which is

ξ =

∞∑

n=1

10−n
n2

,

such that the inequality (6) has solutions for every p. Clearly, in view of Theorem
A.1, such numbers are not algebraic. Nowadays, this fact may seem to be rather
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simple, since the set of algebraic numbers has Lebesgue measure equal to zero and
thus, the most of real numbers are not algebraic. However, at its time, this result
had an outstanding scientific relevance.

Later on, Roth proved an stronger result:

Theorem A.2 (Roth, [72]). If ξ is an algebraic number of order p ≥ 2, then
the inequality

(7)
∣∣∣ξ − n

m

∣∣∣ ≤ 1

m2

has at most a finite number of solutions n,m ∈ Z.

The following results provide additional information

Proposition A.2 ([19], p. 120). For every ε > 0 there exists a set Bε ⊂ R,
such that the Lebesgue measure of R \ Bε is equal to zero, and a constant Cε > 0
for which, if ξ ∈ Bε then

|||ξm||| ≥ Cε
m1+ε

.

On the other hand, when ε = 0 a complete answer can be given. Let F be the set
of all those irrational numbers η ∈ R such that if [a0, a1, ..., an, ...] is the expansion
of η in continuous fraction (see, e.g., [19] for a definition) then the sequence (an) is
bounded. The set F is not denumerable and has Lebesgue measure equal to zero.

Proposition A.3 ([52], Theorem 6, p. 24). There exists a positive constant
C such that

|||ξm||| ≥ C

m
,

for every m ∈ N, if, and only if, ξ ∈ F.

In particular, F is contained in the sets Bε for every ε > 0.
The following theorem due to W. Schmidt provides information on the simul-

taneous approximation of real numbers by rational numbers with the same denom-
inator n.

Theorem A.3 (W. Schmidt, [77]). If the numbers ξ1, ..., ξN are algebraic and
1, ξ1, ..., ξN are linearly independent over the field Q, for every ε > 0, the inequality

|||nξ1||| · |||nξ2||| · · · |||nξN |||n1+ε ≤ 1

has at most a finite number of solutions n ∈ N.

An immediate consequence of this theorem is that, if the numbers ξ1, ..., ξN
are algebraic and 1, ξ1, ..., ξN are Q-linearly independent then, for each ε > 0 there
exists a constant Cε > 0 such that

|||nξ1||| · |||nξ2||| · · · |||nξN |||n1+ε ≥ Cε,

for every n ∈ N.
As a counterpart, Schmidt proved the following more exact version of the

Dirichlet theorem.
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Theorem A.4 (W. Schmidt, [77]). If ξ1, ..., ξM are real numbers and ε < 1
M

then, for an infinite number of values of p ∈ Z, there exist integer numbers qi(n),
i = 1, ...,M such that

(8) |pξi − qi(p)| ≤
1

pη
i = 1, ...,M.

Definition A.1. We will say that the real numbers ℓ1, ..., ℓN verify the condi-
tions (S) if

• ℓ1, ..., ℓN are linearly independent over the field Q of rational numbers;
• the ratios ℓi

ℓj
are algebraic numbers for i, j = 1, ..., N .

Let us observe that if ℓ1, ..., ℓN verify the conditions (S), then for every i the

ratios
ℓj
ℓi
, j = 1, ..., N , satisfy the conditions of the Schmidt’s theorem. Actually, if

ℓi and ℓj are algebraic numbers, so is their ratio. Besides, if

α1
ℓ1
ℓi

+ · · · + αi−1
ℓi−1

ℓi
+ αi · 1 + αi+1

ℓi+1

ℓi
+ · · · + αN

ℓN
ℓi

= 0, αi ∈ Q,

then
α1ℓ1 + · · · + αN ℓN = 0, αi ∈ Q,

and then, if ℓ1, ..., ℓN are linearly independent over Q, it follows αi = 0, i = 1, ..., N,.

Thus,
ℓj
ℓi

, j = 1, ..., N , are linearly independent over Q, too.

Combining these results with Corollary A.1 we obtain

Corollary A.2. Let ℓ1, ..., ℓN be positive numbers. Then

1) If for all values i, j = 1, ..., N , i 6= j, the ratios ℓi
ℓj

belong to Bε then there

exists a constant Cε > 0 such that

a(λ) ≥ Cε

λN−1+ε
,

for every λ > 0. In particular, if all the ratios belong to F, this inequality
holds with ε = 0.

2) If the numbers ℓ1, ..., ℓN satisfy the conditions (S), then, for each ε > 0
there exists a constant Cε > 0 such that

a(λ) ≥ Cε

λ1+ε ,

for every λ > 0.

Proposition A.4. Let (ωn) an unbounded sequence of positive solutions of the
equation

(9)

N∑

i=0


cos ℓiω

∏

j 6=i

sin ℓjω


 = 0

and assume that the numbers ℓ0, ..., ℓN satisfy the conditions (S). Then, for every
ε > 0 there exists a constant Cε such that for every n ∈ N and every i = 0, ..., N ,
the following inequality is true

|sin ℓiωn| ≥
Cε

ω1+ε
n

.
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Proof. It is similar to the proof of Proposition A.1. We will show that there
exists a constant C > 0 such that, for every i = 0, ..., N ,

(10)
∏

j 6=i

|||ℓj
ℓi

mi(ωn)||| ≤ C |sinωnℓi| .

This, in account of the Schmidt’s theorem, give the assertion of the proposition.
In order to prove (10), it is sufficient to see that, if |sinωnℓi| → 0 then

(11)
∏

j 6=i

|||ℓj
ℓi

mi(ωn)||| → 0.

Indeed, if |sinωnℓ0| → 0 (we have taken i = 0 to simplify the notations) then
from the equality (9) follows

(12)

N∏

j=1

|sin ℓjωn| → 0.

On the other hand, the inequality (5) obtained in the proof of Proposition A.1,
allows us to ensure that

N∏

j=1

||| ℓj
ℓ0

m0(ωn)||| ≤ C |sinωnℓ0| +
1

2N

N∏

j=1

|sin ℓjωn| .

From this, based on (12) and the fact |sinωnℓ0| → 0, we obtain the convergence
(11). This proves the assertion. �
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R. Acad. Sci. Paris, Série I 330 (2000), 281–286.

10. C. Baiocchi, V. Komornik, and P. Loreti, Ingham-Beurling type theorems with weakened gap
conditions, Acta Math. Hungar. 97 (2002), no. 1, 55–95.

11. C. Bardos, G. Lebeau, and Rauch J., Sharp sufficient conditions for the observation, control
and stabilization of waves from the boundary, SIAM J. Control Optim. 30 (1992), 1024–1065.

12. N. K. Bari, Biorthogonal systems and bases in Hilbert spaces, Uĉen. Zap. Mosk. Gos. Univ. 4
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Tübingen, 1993.

16. A. Beurling, The collected works of Arne Beurling, L. Carleson, P. Malliavin, J. Neuberger,
J. Wermer, (Eds.), vol. 2 Harmonic Analysis, Birkhäuser, Boston, 1989.
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Sèrie I 332 (2001), 1087–1092.

29. , Spectral boundary controllability of networks of strings, C. R. Acad. Sci. Paris, Sèrie
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