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Abstract

Deep neural networks are very complex and difficult to understand due to their intricate structure
and a vast number of parameters. The relationship between parameters and predictors is entangled
by the sequential composition of nonlinear functions and the non-convex objective presents further
complications. Despite being too complex for classical learning theory, neural networks can successfully
generalize in practice. This project focuses on a neural network with a homogeneous activation function
and a wide hidden layer. We explored qualitative convergence, particularly global convergence guarantees
that can be derived. The aim is to gain a good understanding of the associated gradient flow and connect
it with the new paradigm of Federated Learning. Rather than examining finite-width neural networks,
the study focuses on networks in the infinite width limit, where a distribution over weights and biases
characterizes predictors. This enables a strong connection between these overparametrized networks
and gradient flow. As we observed, numerical study shows that the more the number of neurons
increases the more flow is observed and the better the convergence of the model. This technique
would therefore revolutionize the way models are now trained and those also for Federated Learning
approaches in order to make local training more efficient for a more efficient global model to be trained
by collaboration. The study also analyzes the Federated Learning technique on the MNIST dataset
and examined both Independent and Identically Distributed (IID) and non-Independent and Identically
Distributed (non-IID) data. We have therefore understood the functioning of the federated learning
approach from the theoretical concept to its experimentation for a neural network with finite width,
during this experimentation we obtained 94% performance for two models and 98% for four other
models.

Keywords: Deep learning, Neural ODE, Wide Neural Networks, Gradient Descent method, Gradient
Flow, Federated Learning, Global Convergence.
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1. Introduction

The fields of machine learning and deep learning are advancing rapidly, with fresh algorithms and
techniques being developed every day. Two such techniques that have gained significant attention in
recent times are Gradient Descent (GD) and Federated Learning (FL). While GD is an optimizing
procedure used to minimize loss functions in ML models, FL (subfield of ML), is a distributed learning
framework that enables the training of models without the need for data centralization. In this essay,
we will explore these two techniques in detail and discuss their implementation in FL.

Deep neural networks (DNN) are architectures that use linear and nonlinear operations to process
input data samples represented as {x⃗i}Ni=1 ⊂ X ⊂ Rd. As described in [29], Residual Neural Networks
(ResNets) are specific types of neural networks which can be simplified into a common pattern{

zj+1
i = zji + σ

(
wjzji + βj

)
for all j ∈ {0, . . . , N − 1}

z0i = x⃗i ∈ Rd,
(1.0.1)

for all i ∈ {1, . . . , N}, where N ⩾ 1 refers to the depth of the Neural network. The unknown variables
are call states zji ∈ Rd for any i ∈ {1, · · · , N}. The activation function σ is a Lipschitz continuous

nonlinear function defined component-wise in (1.0.1). The parameters
{
wj , βj

}N−1

j=0
are optimizable

and consist of weights wj ∈ Rd×d and biases βj ∈ Rd.

During the training process, the goal is to find the best parameters that can steer all of the network
outputs, represented by zNi , as close as possible to their corresponding labels, denoted by y⃗i. To ensure
reliable performance on new data, the training process involves finding the best parameters that will
make the outputs zNi close to their corresponding labels y⃗i. To achieve this, one needs to solve the
following equation:

min
{wj ,bj}N−1

j=0

1

N

N∑
i=1

ℓ
(
ΦzNi , y⃗i

)
, (1.0.2)

where the function ℓ(·, ·) varies according to the task and is continuous and non-negative. For example,
in regression tasks, ℓ(x, y) := ∥x− y∥2ℓ2 is commonly used, whereas in binary classification tasks where
the logistic function ℓ(x, y) = log(1+ exp(−y x)), with output vector y⃗i ∈ {−1, 1} could be employed.
Additionally, Φ : Rd → Rm is an affine map.

Recent studies have focused on analyzing the continuous-time formulation of ResNets. This trend
began with the works in [54, 31]. The motivation behind this approach is the observation that equation
(1.0.1) is essentially the Euler scheme for the ordinary differential equation, for any i ∈ {1, · · · , N},
T > 0 and for all τ ∈ (0, T ), {

żi(τ) = σ(w(τ)zi(τ) + bβ(τ))

zi(0) = x⃗i ∈ Rd.
(1.0.3)

The use of continuous-time neural ordinary differential equations in deep learning has proven to be
highly effective in applications [41, 47]. It is important to emphasize that this approach is related to
the adjoint method used in optimal control through back-propagation and GD method [59].

As a starting point for understanding the foundations of FL and its applications in relation to data
privacy, one may figure out what are Gradient method and its importance.
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GD is an iterative optimization algorithm used in ML models to minimize loss functions as in (1.0.2)
by adjusting the parameters. The algorithm works by computing the gradient of the loss function with
respect to weights and biases and moving to the direction of the steepest descent. There are various
forms of GD, including batch, mini-batch, and SGD. The choice of the GD algorithm depends on the
dataset and the computational resources available. GD has become the most common way to optimize
neural networks. It has proven to be an effective way to train ML models and is widely used in the
industry.

Recent studies have shown that the use of GD in overparametrized neural networks can result in
remarkably low training errors across various datasets [63, 44]. The authors of [15, 5, 14] analyze
overparametrization on hidden neural networks. In their study, the authors analyze one hidden neural
network with ReLU activation and introduced a Mean-field, Wasserstein Gradient Flow approach to
finding the best parameters of the network. They also demonstrate that these parameters eventually lead
to global minimums of the cost function, which can be described as a max-margin classifier. To learn
more about related works in this direction, we suggest referring to the following sources [16, 46, 37].

FL enables collaborative training of ML models without centralized datas [25]. With FL, the data
used for training is stored locally on devices, and only the updates to the model are transmitted to
the central server. This approach offers significant benefits, such as increased data privacy, reduced
communication costs, and greater scalability.

Implementing FL with GD has become a popular approach in ML. The combination of these two
techniques allows the collaborative training of ML models while ensuring data privacy and reducing
communication overheads. Several researchers have proposed various approaches to implement FL with
GD [21, 62]. The implementation of FL with GD has shown promising results in several applications
such as image classification, natural language processing, and speech recognition.

The unique properties of infinitely wide neural networks have caught the attention of professionals in
the field of ML [15, 16, 5]. The use of infinitely wide neural networks has been shown to perform
well in various ML models [5]. Although neural networks have been widely used, there is still a limited
understanding of their theoretical properties and behavior. In this essay, we will examine how GD
behaves on infinitely wide neural networks and explore the theoretical and empirical implications of this
analysis.

The theoretical analysis of GD on infinitely wide neural networks has shown that these networks have
unique properties that differ from finite neural networks. In particular, the convergence properties of
infinitely wide neural networks are different from those of finite neural networks. For example, the
convergence rate of infinitely wide neural networks is faster than that of finite neural networks [5].

This thesis suggests modifications to optimize infinitely wide linear neural networks to make FL practical.
It also discusses how dedicated compression methods can be used. By utilizing differential privacy
techniques and the GD method, significant information about individuals can be prevented from leaking
when sending weight updates. Additionally, strategies for locally personalizing models can also be
proposed.

Main scientific objectives.

In view of the above discussions, one is expected to break down and understand in a clear manner the
transition from theGD method gradient flow on infinitely wide linear neural networks and further applied
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it to FL. The departure of this powerful method may be found in the framework of [5, 25, 15, 16, 46, 37]
and references therein. To successfully deliver on this vision, the overreaching goal of the proposed thesis
has three major objectives:

(O1) Explore the convergence guarantees of infinitely wide hidden layer neural network with ReLU
activation function. We shall, first of all, focus on the main tools developed in [5, 25, 15, 16, 4]
and later perform some numerical experiments.

(O2) Understand the construction of a general theory of FL and analyze it from a theoretical and
numerical point of view. Two methods are introduced that will serve as the foundation for
conducting numerical tests.

(O3) Finally, examine the possible extension of the question of FL on infinitely wide linear neural
networks.

Through my work, we aim to achieve groundbreaking techniques for analyzing FL in infinitely wide
linear neural networks. These techniques will be different from traditional deep learning, optimization,
and optimal control-based approaches and can significantly enhance performance and robustness across
various industries.

Roadmap of the thesis.

Chapter 2: Explain the key ideas behind the mathematical concepts of neural networks and provide
clear definitions for related terms. Using these concepts, One can demonstrate that any continuous
function is accurately approximated through neural networks. We further provide specific limitations
on the number of parameters needed. This knowledge is crucial for understanding the universal flow
approximation theorem and the overall global convergence for wide neural networks with one hidden
layer.

Chapter 3: We will be explaining the usefulness of overparameterization through theoretical results.
When width increases infinitely, the associated Gradient Flow (GF) will converge to the global optimum
of the given cost function. The proof mainly relies on the homogeneity of the ReLU activation function.
Our discussion focuses on the transition from GD optimization to GF, which is the most important
part of the concept. However, we should note that the main weakness of this result is that it is only
qualitative in nature. We can’t be sure how large must be to approach the infinite latitude limit, or how
quickly GF converges to the global optimum.

Chapter 4: We will explain FL and its mathematical principles using finite-width neural networks.
We will also present a numerical analysis of six different model architectures. To demonstrate the
effectiveness of FL, we apply the FedAvg algorithm to the task of handwriting recognition using the
MNIST database containing handwritten digits. Our training set included 60, 000 images and we used
10, 000 images for model validation.

Chapter 5: We provide a conclusion and suggest some directions for future research. Chapter 3 highlights
the unique properties of GD on infinitely wide neural networks, that differ from their finite counterparts.
Although the use of infinitely wide neural networks can improve performance on various tasks, the
computational cost may be a limiting factor. This chapter proposes further research to fully understand
the behavior of GD on infinitely wide neural networks and explore their potential applications in FL.
Our future work aims to combine the concepts from Chapter 3 and Chapter 4.



2. Preliminaries to neural network theory

In this chapter, you will find important information such as notations, definitions, and assumptions that
will be useful in the upcoming chapters. These concepts have been sourced primarily from [1, 2, 20, 42].

2.1 Notations and assumptions

To simplify notation, we define the derivative ż(τ) of z with respect to τ at time τ and [n] to be the
set of integers from 1 to n. If h is a vector in Rn, we write h⊤ to denote its transpose.

When referring to a vector h ∈ Rn, we use the standard Euclidean norm denoted by ∥h∥. However,
when h ∈ Rn×m is a matrix, we use the entry-wise Euclidean norm and also denote it by ∥h∥.

∥h∥ :=

 n∑
i=1

m∑
j=1

|hi,j |2
1/2

.

We use Lip(R) to denote the set of functions g : R −→ R, which are globally Lipschitz continuous.
We recall from [2] that the bounded variational function space BV(0, T ;Rn) is defined as a space of
integrable functions whose weak derivatives are finite Radon measures:

BV(0, T ;Rn) :=
{
g ∈ L1(0, T ;Rn) : ∃Dg ∈M(0, T ;Rn) such that

n∑
i=1

∫ T

0
gi(τ)ψ

′
i(τ) dτ = −

n∑
i=1

∫ T

0
φi(τ) dDgi(τ), ∀φ ∈ C1

c (0, T ;Rn)
}
.

Here M(0, T ;Rn) represents the set of finite radon measures on (0, T ) with values in Rn. The space
BV(0, T ;Rn) is equipped with a norm

∥g∥BV(0,T ; Rn) := ∥g∥L1(0,T ; Rn) +
n∑
i=1

|Dgi|(0,T ).

2.1.1 Assumption. From this point forward, let us assume that we have been provided with a dataset
for training purposes.

{x⃗i, y⃗i}i∈{1,...,N} ⊂ X × Y,

where we have a set of points called X ⊂ Rd where each point, represented by x⃗i ̸= x⃗j for i ̸= j.
For regression tasks, Y is a non-empty subset of Rm, for binary classification, Y = {−1, 1}, and for
multi-label classification, Y is a subset of integers from 1 to m denoted by [N ] .

To simplify things, we will use the notation: we have input data {x⃗i}i∈{1,...,N} where x⃗i ∈ Rd. We

define the vector z0 ∈ RN×d using this input data

z0 := [x⃗1 · · · x⃗N ]⊤ along with z0i = x⃗i for i ∈ {1, . . . , N}. (2.1.1)

We will more often use (2.1.1) to other vectors generally denoted by z ∈ RN×d and defined the sub-
vectors {zi}i∈{1,...,N} with zi ∈ Rd : z := [z1 · · · zN ]⊤ When we use the notation zi where i is in the

range of {1, . . . , N}, it implies that zi belongs to the vector space Rd.This differs from treating only
row i of the matrix z ∈ RN×d as a scalar.

4
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2.1.2 Some definition and fundamental properties of neural networks.

2.1.3 Definition (Neural network). Let d,m,N ∈ N. A neural network of depth N , input dimension d
and output dimension m is a tuple

Θj := [wj , βj ] ∈ Rd×(d+1).

Matrix-vector pair, where wj ∈ Rdj+1×dj and βj ∈ Rdj . If N = 2 we call this network flat, otherwise
deep. We denote the entries of the matrices and vectors as the weights Θ of the network.

To make things easier, we define a vector-valued version of this function as σ : Rd −→ Rd. In this
regards, each component is defined as σ(z)i := σ(zi) for i ∈ [d]. Each matrix-vector pair [wj , βj ] ∈
Rd×(d+1) induces an affine linear transformation, we denote

zNi = (σ ◦ Λk ◦ . . . ◦ σ ◦ Λ0)(x⃗i), with Λj x⃗ := wj x⃗+ βj for all j ∈ {0, . . . , N}. (2.1.2)

An example of a neural network with two hidden layers is shown in Figure 2.1.

z
(0)
1

z
(0)
2

z
(1)
1

z
(1)
2

z
(1)
3

z
(1)
4

z
(2)
1

z
(2)
2

z
(2)
3

z
(3)
1

Input
(layer 0)

Layer 1

Layer 2

Output
(layer 3)

R2 7−→ R4 7−→ R3 7−→ R
z0 = x⃗

σ◦Λ1−→ z1
σ◦Λ2−→ z2

φ◦Λ3−→ z3 = fN (x⃗)

Figure 2.1: Neural network with two hidden layers

2.1.4 Definition (ReLU). The Rectified Linear Unit (ReLU) also known as a special activation
function is defined via σ ∈ Lip(R) and σ(0) = 0.

The most commonly used activation functions, such as sigmoids and rectifiers like σ(x) = tanh(x),
satisfy the assumption σ(x) = max{λx, x} For λ ∈ [0, 1). Unless otherwise stated, we create activation
functions σ that satisfy the following conditions:
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Figure 2.2: ReLU activation function.

2.2 Neural ordinary differential equations for learning

2.2.1 Forward neural networks. A multilayer perceptron (MLP) is a common example of a feed-
forward neural network. It typically has a specific structure.{

zj+1
i = zji + σ

(
wjzji + βj

)
for all j ∈ {0, . . . , N − 1}

z0i = x⃗i ∈ Rd,
(2.2.1)

for all i ∈ {1, . . . , N}; The equation (2.2.1) has a depth of at least one layer (N ⩾ 1). In the neural
network, every layer is identified by a variable called j and has a specific width known as dj . The state of

each layer is shown through the vector zji ∈ Rdj . The weight and bias parameters that can be optimized
in (2.2.1) are represented by wj ∈ Rdj+1×dj and βj ∈ Rdj .

We use a fixed nonlinear activation function, which can be seen in Figure 2.2. This function is denoted
as σ and belongs to the set of Lipschitz functions on the real numbers. One may notice that equation
(2.2.1) aligns with the traditional approach to neural networks. This entails composing parametric affine
operators and nonlinearities defined in (2.1.2).

It is worth emphasizing that by iteratively rearranging the parametric affine maps and the nonlinearity
σ in (2.2.1), we can consider a system that is almost equivalent.{

zj+1
i = wjσ

(
zj
)
+ βj for all j ∈ {0, . . . , N − 1}

z0i = x⃗i ∈ Rd.
(2.2.2)

Moving forward, we will focus on ResNets. Unlike the architecture of MLP defined as in (2.2.1) –
(2.2.2), ResNets require a fixed width of dj = d for every layer j. In the context of fixed width,
generally in the form of residual neural network is given as{

zj+1
i = zji + f

(
Θj , zji

)
for all j ∈ {0, . . . , N − 1}

z0i = x⃗i ∈ Rd,
(2.2.3)

for i ∈ {0, . . . , N}, where zji ∈ Rd for all i, j, Θj := [wj , βj ] ∈ Rd×(d+1).
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2.3 Universal approximation

The very first work in this direction is the one of [18], which proves that wide neural networks with
increasing width, may approximate any continuous function on compact sets. Indeed, given g in some
function class K and a parameter ϵ > 0, there exists a neural network gN(ϵ) with N(ϵ) > 0 hidden
layers, each layer consisting of Nj(ϵ) components, as well as parameters Θ(ϵ), in a way that

∥g − gΘ((ϵ))∥K < ϵ.

The main theorem reads as

2.3.1 Theorem ([18]). Let σ : R→ R be a nonconstant, bounded, and continuous function. Let d ≥ 1
and N = 1. For any ϵ > 0 and any g ∈ C0

(
[0, 1]d

)
, there exists N1 ∈ N, w0 ∈ RN1×d, w1 ∈ R1×N1

and β0 ∈ RN1 such that
gN (x⃗) = w1σ

(
w0x⃗+ β0

)
satisfies

sup
x⃗∈[0,1]d

|g(x⃗)− gN (x⃗)| < ϵ

In general, you can specify N > 0. Then more components are needed in the hidden layer to approximate
g. It is worth noting that the sentence does not say what those parameters are or how to find them. It
can basically be seen as a consequence of the existence of neural networks.

In simpler terms, the Universal approximation theorem states that a neural network can learn to represent
any function, no matter how complex it may be [51]. This theorem is the theoretical foundation of why
neural networks work, as it suggests that a neural network is capable of learning complex patterns and
relationships in data as long as certain conditions are met. We also mention [26, 40] for an extension to
other neural networks. The result of [20] is a bit of a dual with the one of [18]. To improve approximation
accuracy, the width is allowed to increase, while we fix the width and allow the depth to increase. We
refer to the results of the paper [28] and a comprehensive overview of universal approximation results for
ResNets, and the recent work [24] for neural networks. In fact, we also have the following improved
results.

The Universal Approximation Theorem provides a theoretical justification for the use of neural networks
in these and other applications, and its implications continue to be studied and applied in the field of
machine learning.

2.4 Some preliminaries on measure theory

In this thesis, we have used concepts and ideas from measure theory and optimal [1, 42]. Throughout
my thesis, when we mention measure, we mean finite signed measures on Rd and their Borel σ algebras.
For measurable set X ⊂ Rd, we adopt the notationM(X ). To help with the proofs, we will now provide
some of the concepts and facts from the measure theory that we have used.

The support and concentration set is a term used to describe a measure, denoted by sptν, in
M+

(
Rd
)
. It refers to the points in Rd whose neighborhoods have a positive measure, or in other

words, the largest open set with measure 0 excluded. In case the complement of a set Ω is included in
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a measurable set of measure zero, then we say that the measure ν is concentrated on Ω. In particular,
ν is concentrated on spt ν. Let us refer to the definition of a pushforward function outlined in [17].

2.4.1 Definition (Pushforward). Assume we have measurable subsets X and Y of Rd, and a measurable
map Π : X → Y, then for any measure ν ∈ M(X ), there is a corresponding T#ν ∈ M(Y), called the
pushforward of ν by Π. It is defined as Π#ν(A) = ν

(
Π−1(A)

)
for all measurable sets A ⊂ Y. It tells

you about the distribution of the mass of ν after the map Π has been applied. It satisfies∫
Y
ψd (Π#ν) =

∫
X
ψ ◦Π dν,

for ψ which maps from Y to R and ψ composed with Π is ν-integrable.

Notion of weak convergence The work in [1] and references therein are well-known for being the first
to explore this area. If a sequence of measures νn ∈ M

(
Rd
)
is weakly converging to ν, then it means

that for all bounded function ψ : Rd → R, the equation
∫
ψdνn →

∫
ψdν holds true. This is defined,

for ν ∈M
(
Rd
)
, as

∥ν∥BL := sup

{∫
ψdµ;ψ : Rd → R, Lip(ψ) ≤ 1, ∥ψ∥∞ ≤ 1

}
.

Here, Lip(ψ) refers to its smallest Lipschitz constant.

The Wasserstein metric also known as the q-Wasserstein distance measure the difference between two
probability measures, ν, and µ, both belonging to P

(
Rd
)
and is given by

Wq(ν, µ) :=

(
min

∫
|y − z|qdξ(z, y)

)1/q

, (2.4.1)

where ξ ∈ P
(
Rd × Rd

)
. The set of probability measures with finite second moments endowed with

the metric W2 is a complete metric space that we denote P2
(
Rd
)
. A sequence (νk)k converges in

P2
(
Rd
)
if and only if all continuous function ψ : Rd → R with at most quadratic growth it holds∫

ψdνk →
∫
ψdν.



3. Gradient Descent on Wide Neural Networks

This chapter discusses the optimization problems associated with wide neural networks. Linear prediction
models present convex problems, with mathematical guarantees readily available. Nonlinear models like
neural networks create non-convex optimization problems, which are more challenging to guarantee.
In particular, this review focuses on two-layer neural networks with homogeneous activation functions,
where the number of hidden neurons tends to infinity. We examine the qualitative guarantees of
convergence that can be drawn from this case. Our main sources for this chapter are [5, 7, 13].

3.1 Introduction

Infinitely wide neural networks have recently gained attention in the field of ML due to their unique
properties. These networks have an infinite number of neurons in each layer, which allows them to
approximate any function with arbitrary accuracy [5, 7]. The use of infinitely wide neural networks
has been shown to improve the performance of various machine learning algorithms [5]. However, the
theoretical properties and behavior of these networks are not yet fully understood. In this essay, we
will analyze the behavior of GD on infinitely wide neural networks and its theoretical and empirical
implications.

The theoretical analysis of GD on infinitely wide neural networks has shown that these networks have
unique properties that differ from finite neural networks. In particular, the convergence properties of
infinitely wide neural networks are different from those of finite neural networks. For example, the
convergence rate of infinitely wide neural networks is faster than that of finite neural networks [5].
The theoretical analysis of GD on infinitely wide neural networks has also shown that the network can
converge to a global minimum even with random initialization [5].

GD on infinitely wide neural networks has unique theoretical and empirical properties that differ from
finite neural networks. Using infinitely wide neural networks has been shown to improve performance
on a variety of tasks, but computational complexity can be a limiting factor. Further research is needed
to fully understand the behavior of GD in infinitely wide neural networks and to explore their possible
application in machine learning.

3.2 Supervised learning with ReLU activation function

Supervised learning methods vary, local averaging techniques such as nearest neighbors or decision trees
are effective for low dimensional inputs [4, 12]. On the other hand, empirical risk minimization methods
are commonly used in high-dimensional settings. The aim is to minimize training data risk by optimizing
prediction functions in a set of pre-defined functions that may be regularized [4].

A related optimization problem is convex [27] if the set of functions is a convex subset of a vector space
with a finite-dimensional representation and standard assumptions. Meaning that learning methods have
strong theoretical guarantees and can be thoroughly understood in terms of their computational and
statistical properties, including running time. This information is supported by studies from [10, 6].

9
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3.2.1 One hidden-layer neural networks with ReLU activation function. The purpose of this
section is to explain why supervised machine learning is effective for some models like a hidden-layer
neural network (see e.g. Figure 3.1) with a ReLU activation function of the form:

φ(x, ϑ) =
1

m
ϑ⊤2 σ

(
ϑ⊤1 x

)
=

1

m

m∑
i=1

ϑ2(i) · σ
(
ϑ1(:, i)

⊤x
)
. (3.2.1)

x

φ(x)

Figure 3.1: One hidden layer neural network of dimension d = 5, with neuron or width m = 3, and a
single output.

Here in (3.2.1), the vector input x belongs to Rd, and there are m hidden neurons. The output weights
are denoted by ϑ2 ∈ R, while the input weights are represented by ϑ1 ∈ Rd, i = 1, . . . ,m. The activation
function used is the ReLU defined in Chapter 2, for which results in we develop here heavily rely on its
positive homogeneity property.

It is worthwhile noticing that the above deep learning setup is simplified and idealized. Although it
only has one hidden layer with no convolutions and pooling, it is still challenging to comprehend, but
it highlights some of the main issues related to non-convexity. One may wonder why analyzing it is
difficult. Two main challenges contribute to the difficulty:

• Nonlinearity: Due to the presence of an activation function, the dependence on the input weights
ϑ1(:, i)’ is non-linear, often resulting in non-convex optimization problems..

• Overparameterization: When the width, denoted by m, is very high, optimizing and general-
izing to new data becomes challenging. The parameters m(d + 1) may exceed the number of
observations, further complicating the issue.

In this chapter, Our approach will employ overparameterization and tending to infinity(without depending
on the number of observations) thereby enabling us to derive theoretical results. This approach will
leverage two key properties of the problem:
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• Separability of the model in zi = [ϑ2(i), ϑ1(·, i)] ∈ Rd+1, for a given n pairs of observation
(xi, yi) ∈ X × Y, i = 1, . . . , n with Y = {−1, 1}, the set of weights associated with the hidden
neuron i refers to how it is parameterized. The prediction function defined in (3.2.1) is made up
of terms that are independently parameterized. The function is calculated as the sum of these
terms, where each term corresponds to a different parameter value. The function is defined by

φ(x; z1, · · · , zm) =
1

m

m∑
i=1

Φ (zi) , (3.2.2)

where Φ : Rp → F , where p = d+ 1 and F is a space of functions. The function Φ(z)(x) which
is also called a “feature function” is defined as

Φ(z) : x 7→ z(1) · σ
[
x⊤z(2, . . . , p)

]
:= ϑ2max

{
ϑ⊤1 x, 0

}
(3.2.3)

To clarify, the hidden neurons do not share any parameters. However, this only applies to a single hidden
layer and not multiple layers. Additionally, theReLU activation is positively homogeneous, meaning that
the function in (3.2.3) is positively 2-homogeneous when considering the variable z = (ϑ2, ϑ1) ∈ R×Rd.
This indicates that Φ(αz) = α2Φ(z) for α > 0.

Recent developments in optimization and machine learning theory have shown that optimization and
statistics must be combined. In line with this trend, we focus on gradient flows on expected risks. Our
discussion begins with a review of optimization, highlighting how global convergence can be achieved for
2-homogeneous models through over-parameterization [14]. To achieve this, we utilize concepts from
optimal transport [38], which we will briefly discuss.

3.3 Infinitely wide limit and probability measures

We are looking at prediction functions that depend on a vector ϑ and are represented by x 7→ φ(x, ϑ) ∈
R. Following [5], one of the aims is to minimize with respect to the prediction function φ the empirical
risk G defined as

G(φ) = E [ℓ(y,φ(x))] ,

which is convex in φ for convex loss function ℓ : Y × R → R. Indeed, this loss function is most often
convex in its second arguments, such as for least-squares or logistic loss

ℓ (yi,φ(xi, ϑ)) = log (1 + exp(−yiφ(xi, ϑ))) ,

for a given n pairs of observation (xi, yi) ∈ X ×Y, i = 1, . . . , n with Y = {−1, 1}. Thus, we will assume
that G is convex. In this framework, the expectation can be considered in two scenarios [5, 13, 14]:

(a) Empirical risk: This refers to a scenario where we gather data from a joint distribution on
(x, y) ∈ Rd × R, denoted by observations (xi, yi), i = 1, . . . , n. Simply minimizing G may not
assure unseen data unless we incorporate explicit or implicit regularization.

(b) Generalization performance: We take the expectation of unseen data, which means we cannot
compute its value or gradient. However, we can use any training observation (xi, yi) to get an
unbiased estimate. If we use a single-pass stochastic gradient, we can guarantee the expected
risk.
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We define the set of probability measures on Z = Rp as P(Z). Using this definition, we can rewrite
(3.2.2) as

φ =

∫
Rp

Φ(z)dµ(z), with µ =
1

m

m∑
i=1

δzi ,

where µ is an average of Dirac measures δ (zi) at at each zi. We refer to each zi as a particle, following
a physics analogy [4]. As the number of particles m increases, the empirical measure µ can converge in
distribution to a probability measure with a density, which is commonly referred to as a mean field limit
[5]. Therefore, our primary reformulation involves considering an optimization problem over probability
measures. The main idea is to consider the minimization of

T (Z) = T (z1, . . . , zm) = G

(
1

m

m∑
i=1

Φ (zi)

)
(3.3.1)

and see it as the minimization of

F (µ) = G
(∫

Rp

Φ(z)dµ(z)

)
(3.3.2)

with respect to a probability measure µ.

It is worth noticing that if the width is large, we can use expectations of continuous and bounded
functions that can be approximated to represent any measure [8]. This makes our problem a convex
optimization problem with a convex objective in ν over a convex set. Observed that many fields,
including machine learning, and signal processing [9], have already benefited from using the space of
all measures instead of discrete measures in various contexts. However, it is still an infinite-dimensional
space that requires dedicated finite-dimensional algorithms. In the next section, we focus on GD on z,
which corresponds to back-propagation in neural networks [3].

3.3.1 From gradient descent to finite-dimensional gradient flow. Our general goal is to study the
GD recursion on Z = (z1, . . . , zm) ∈ Zm, defined as

Zi+1 = Zi − γm∇T (Zi), (3.3.3)

with T (Z) defined in (3.3.1). The back-propagation algorithm is used. To ensure a well-defined limit
when m approaches infinity, we add the term m to the step size. As the step-size γ approaches zero,
we examine the limit. By linearly interpolating the values of a function Ψ : R → Zm with values
Ψ(iγ) = Zi at t = γi, we obtain the Euler discretization of the ordinary differential equation [5, 49].

Ψ̇ = −m∇Z(Ψ). (3.3.4)

The main focus of this paper is the GF. It is the limit of the gradient recursion in equation (3.3.3)
for vanishing step-sizes γ, especially when additional regularity assumptions are taken into account.
Additionally, SGD, which only gives an unbiased version of the gradient, can also lead to the same
ordinary differential equation in the limit γ → 0 under appropriate conditions. This has been noted
in previous studies such as by [5, 11]. There are two relevant questions to consider: (1) what is the
outcome of the GF dynamics in (3.3.4) when the width m approaches infinity? (2) Is it possible to
obtain any assurance of global convergence for the resulting dynamics? In the next sections, we will
focus on these two questions.
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3.3.2 On mean-field limit and wasserstein gradient flow. As m approaches infinity, to use the
measure representation, we must analyze the impact of performing the GF on z1, . . . , zm simultaneously
on the measure µ. We need to determine if it is possible to take a limit as m approaches infinity. This
process, known as the “mean-field” limit, is common in physics and has been explored in recent works
such as [14, 36, 55]. To simplify the discussion, let us assume that the map Φ is differentiable enough,
although this excludes the ReLU activation as per [14].

In this framework, we aim to minimize a function, denoted by F , that is defined on probability mea-
sures, as shown in various works on the infinite width limit of two-layer neural networks [14, 36, 45].
The method utilized in this framework converges to a well-defined mathematical concept known as a
Wasserstein GF [1, 42]. This GF is derived from the Wasserstein metric defined in (2.4.1)

W2(µ, ν)
2 = inf

ξ∈Q(µ,ν)

∫
∥v − z∥22dξ(v, z),

Here, the set Q(µ, ν) refers to the collection of probability measures on Z ×Z with marginals µ and ν.
The GF is defined as the limit when γ → 0 of the extension of the following discrete-time dynamics [5]:

µ(t+ ξ) = inf
ν∈P(Z)

F (ν) +
1

2ξ
W2(µ(t), ν)

2.

In a Euclidean space using the Euclidean metric, applying this definition results in the familiar GF

d

dt
µ = −∇F (µ).

However, with the Wasserstein metric, it defines a distinct flow on the set of measures. If the initial
measure is a weighted sum of Diracs, this is equivalent to backpropagation as ξ approaches zero.

In addition, if the Diracs add up and converge to a measure, then the flow will converge to the solution
of the PDE. To be more specific, we assume that Φ : Rp → F is a Hilbert space, and ∇F(φ) ∈ F .
Next, we will examine the mean potential defined as

J (z|µ) =
〈
Φ(z),∇G

(∫
Z
Ψ(v)dµ(v)

)〉
, (3.3.5)

which solves the classical continuity equation

∂tµt(z) = div(µt(z)∇J (z|µt)). (3.3.6)

The concept of distribution is involved here. To clarify this behavior, a result has been formalized in a
study by Chizat and Bach in 2018 [14], which we will now present as a theorem

3.3.3 Theorem ([5]). Assume that G : F → [0,+∞) and Ψ : Z = Rp → F is Lipschitz differential.
Additionally, assume that G is Lipschitz on its sublevel sets. Let (zi(0))i≥1 be a sequence of initial
weights contained in a compact subset of Z, and let µt,m := 1

m

∑m
i=1 zi(t) where (z1(t), . . . , zm(t))

solves the equation (3.3.4). If µ0,m weakly converges to some µ0 ∈ P(Z), then µt,m weakly converges
to µt. Here, (µt)t≥0 is the unique weakly continuous solution to (3.3.6) initialized with µ0.

In the next section, we will look at the solution to the PDE called the Wasserstein GF. This is seen as
the gradient flow’s limit in equation (3.3.4) when the number of neurons m gets closer to infinity.
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3.4 On the global convergence of the gradient flow

The main finding of [5] can be summarized as follows: If the assumptions described below hold and the
Wasserstein GF converges to a measure, that measure must be the global minimum of the function F
defined above. In addition to technical regulations, there are two important broad assumptions that we
need to consider:

• To ensure that the Wasserstein GF converges to a global minimizer, we require a condition for
the homogeneity of the function Φ : Rp → F . This is because if G is a linear map, thus F (µ)

becomes F (µ) =

∫
Rp

T (z)dµ(z) with T (z) = G(Φ(z)). However, the weighted sum of Diracs at

local minimizers of T may not be a global minimizer.

• To begin, there is a positive mass distributed evenly in all directions. This means that the zi
values are Gaussian.

To obtain an accurate outcome, we will convert the flow on probability measures inW = Rp into a flow
on measures on the unit sphere, denoted by Sd = {z ∈ Rp, ∥z∥2 = 1}. This conversion is feasible if
the function Ψ is positively 2-homogeneous onW = Rp, which implies that Ψ(kz) = k2Ψ(z) for k > 0.
By parameterizing each particle zi in polar coordinates, i.e., zi = λiψi with λi ∈ R and ψi ∈ Sd, we
can exploit homogeneity.

Using homogenetity, we have a prediction function:

φ =
1

m

m∑
i=1

Ψ(zi) =
1

m

m∑
i=1

λ2iΨ(ψi).

Moreover the function J defined in (3.3.5) is also 2-homogeneous, and its gradient then 1-homogeneous.
The flow from (3.3.4), can be written

żi = −∇J (zi|µ) with µ =
1

m

m∑
i=1

δzi .

After some computations we can shows that the flow{
λ̇i = −2λiJ (ψi|ϱ)
ψ̇i = −(I − ψiψ⊤

i )∇J (ψi|ϱ)
with ϱ =

1

m

m∑
i=1

λ2i δψi
, (3.4.1)

leads to exactly the same dynamics. Indeed, by homogeneity of Ψ, the two definitions of µ and ϱ
(through the zi’s, or the ψi’s and λi’s) lead to the same functions J (·|µ) and J (·|ϱ), and we get

żi = λ̇iψi + λiψ̇i = −2riJ (ψi|ϱ)ψi − λi(I − ψiψ⊤
i )∇J (ψi|ϱ)

= −λi∇J (ψi|ϱ)− λi
(
2J (ψi|ϱ)− ψ⊤

i ∇J (ψi|ϱ)
)
ψi

= −∇J (zi|µ),

because z 7→ ∇J (z|ϱ) is 1-homogeneous and by the Euler identity for the 2-homogeneous function
z 7→ J (z|ϱ) = J (z|µ). Moreover, the flow defined in (3.4.1) is such that ψi remains on the sphere Sd.
We will study this flow under the assumption that the function Ψ is sufficiently regular. The ReLU
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neural networks are an exception to this, as they simplify the proof [13]. We first derive a PDE analogous
to (3.3.6). We consider a smooth test function χ : Sd → R, and we set

θ =

∫
Sd

χ(ψ)dϱ(ψ) =
1

m

m∑
i=1

λ2iχ(ψi).

We have

θ̇ =
1

m

m∑
i=1

2λiλ̇iχ(ψi) +
1

m

m∑
i=1

λ2i∇χ(ψi)⊤ψ̇i

= − 1

m

m∑
i=1

4λ2iJ (ψi|ϱ)χ(ψi)−
1

m

m∑
i=1

λ2i∇χ(ψi)⊤(I − ψiψ⊤
i )∇J (ψi|ϱ)

= −4
∫
Sd

χ(ψ)J (ψ|ϱ)dϱ(ψ)−
∫
Sd

∇χ(ψ|ϱ)⊤(I − ψψ⊤)∇J (ψ|ϱ)dϱ(ψ).

(3.4.2)

This demonstrates that we possess the PDE for the density ϱt during a given time frame t.

∂tϱt(ψ) = −4J (ψ|ϱt) + div(ϱt(ψ)∇J (ψ|ϱt)) (3.4.3)

satisfied in the sense of distributions. We have the following result.

3.4.1 Theorem ([5]). Assume the function Ψ : Sd → F is continuously differentiable d times and ϱ0
is a nonnegative measure on the sphere Sd with a finite mass and full support, then the flow defined in
(3.4.3) is well defined for all values of t ⩾ 0. Foremost, if ϱt converges weakly to some limit ϱ∞, then

ϱ∞ is a global minimum of the function ϱ 7→ F (ϱ) = G
(∫

Sd

Ψ(ψ)dϱ(ψ)

)
over the set of nonnegative

measures.

Proof. To minimize the convex functional F , the global optimality conditions require that J (ψ|ϱ∞) = 0
on the support of ϱ∞, and J (ψ|ϱ∞) ⩾ 0 on the entire sphere. The proof for this, which has been
adapted from [13], is as follows:

Step 1: The flow (ϱt)t≥0 can be proven to exist and be unique by using the equivalence with a
Wasserstein GF (µt)t≥0 in P(Rp), as well as the theory of Wasserstein [1]. (ϱt)t≥0 is a GF for a
metric between nonnegative measures. This metric is the inf-convolution of the Wasserstein and the
Hellinger metric, as discussed in [13].

Step 2:The flow ϱt is always fully supported at all times t. This conclusion can be drawn from the way
the solutions to (3.4.3) are represented as:

ϱt = X(t, ·)#
(
ϱ0 exp

(
−4
∫ t

0
J (X(ξ, ·)|ϱξ)dξ

))
,

The function X : [0,+∞)×Sd → Sd maps points in space over time, and is connected to a vector field
that changes over time. This vector field is represented by the negative gradient of J , i.e. −∇J (· | ϱt)
with respect to its input, conditioned on a variable ϱt for all ψ ∈ Sd. Based on our regularity assumptions,
the stability results for ordinary differential equations ensure that at any point in time t, X(t, ·) is
a diffeomorphism of the sphere. This means that ϱt is the image measure, and it is a result of a
diffeomorphism of a measure with the form ϱ0 exp(. . . ) that has full support. Thus, ϱt also has full
support.
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Step 3: We assume that the flow will eventually reach a certain measure called ϱ∞, which may not be
a regular measure. The equation (3.4.1) shows that J (ψ|ϱ∞) will be equal to zero on the range of ϱ∞
due to its stability. However, we cannot assume anything outside this range of ϱ∞. Additionally, we
require that J (ψ|ϱ∞) should always be non-negative for all ψ ∈ Sd.

To prove that minψ∈Sd J (ψ|ϱ∞) is positive, we will assume that it is actually negative and then show
that this assumption leads to a contradiction. To begin, we need to find a value of v that meets two
conditions. Firstly, it must be less than zero, and secondly, it must be greater than the minimum value
of J (ψ|ϱ∞) for all ψ in Sd. Additionally, we need to ensure that the gradient ∇J (ψ|ϱ∞) does not
disappear on the v-level-set {ψ ∈ Sd,J (ψ|ϱ∞) = v} of J (·|ϱ∞). We know that such a value of v exists
due to the Morse-Sard lemma, which applies because our assumptions ensure that J (·|ϱ) is continuously
differentiable for any finite nonnegative measure ϱ.

We then consider the set E =
{
ψ ∈ Sd, J (ψ|ϱ∞) ⩽ v

}
, which has some boundary ∂E , such that the

∇J (ψ|ϱ∞) has strictly positive dot-product with an outward normal vector to the level set at ψ ∈ ∂E .

There is a value, ϱ∞, to which ϱt weakly converges. After a certain point, t⋆ > 0, for any t ⩾ t⋆,
supψ∈E J (ψ|ϱt) < v/2, while on the boundary, the dot-product of ∇J (ψ|ϱ∞) and an outward normal
vector is non-negative. This implies that if θt is the value of ϱt(E) and we apply (3.4.2) to the indicator
function of E , then for all t greater than t⋆, the conditions are satisfied.

θ′(t) ⩾ −4 sup
ψ∈E
J (ψ|ϱt)θ(t).

Based on the preceding statement, if θ(t⋆) > 0 is greater than zero, then according to the generalized
Grönwall’s lemma, θ(t) will diverge. This contradicts the convergence of ϱt to ϱ∞.

3.5 Numerical experiment

We demonstrate our findings of the global convergence result by considering a supervised learning
problem on R2, with a Gaussian input data x, and output data y given as:

y =

m⋆∑
i=1

ϑ2(i) ·max{x⊤ϑ1(:, i), 0} (3.5.1)

We are given a “teacher” neural network with finite weight values represented by ϑ1 and ϑ2, as well as
a finite value for m⋆. Our goal is to evaluate the expected square loss of G(φ) using SGD and new
samples (xi, yi) with a small step size. We will test different values of hidden neurons, denoted by m,
to determine when the original neurons can be retrieved.

The diagram in Figure 3.2 represents a neural network comprising of m⋆ = 9 neurons that produce
output values of y, as defined in equation (3.5.1), from the input value, x. Upon applying the GF
method, the model attains zero loss when m is greater than or equal to 10, which is the optimal
outcome. However, the GF may become stuck at a local minimum, resulting in failure to reach the
global minimum. Our theory suggests that increasing the number of neurons to a larger value can help
us reach the original neurons, as demonstrated below. Surprisingly, we have discovered that we do
not need to increase m significantly beyond m⋆ to achieve global convergence in practical scenarios,
although the reason for this remains unexplained.
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Figure 3.2: This is a visual representation of a GF on a two-layer neural network with m = 10,
using the ReLU activation function. The position of the particles on the graph is determined by
multiplying the absolute value of the second layer’s values (represented by ϑ2(i)) with the first layer’s
values (represented by ϑ1(·, i)) as |ϑ2(i)|·ϑ1(·, i). The color of each particle depends on whether ϑ2(i) is
positive or negative. The dashed lines show the neurons responsible for generating the data distribution,
with a total of m⋆ = 9. In order to improve the clarity of the information presented, a black unit circle
is used to initialize particles, and the radial axis is scaled using tanh. Two images are displayed above,
depicting an SGD on the square loss in the “teacher-student” scenario, with 104 iterations, a batch
size of 100, a learning rate of 0.005, and d = 100. The image on the right shows the risk (expected
square loss) after training as a function of m over 30 random repetitions, while the image on the left
shows the success rate as a function of m over 30 repetitions.
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Figure 3.3: Visual representation of a GF on a two-layer neural network with m = 50, using the ReLU
activation function. The position of the particles on the graph is determined by multiplying the absolute
value of the second layer’s values (represented by ϑ2(i)) with the first layer’s values (represented by
ϑ1(·, i)) as |ϑ2(i)| ·ϑ1(·, i). The color of each particle depends on whether ϑ2(i) is positive or negative.
The dashed lines show the neurons responsible for generating the data distribution, with a total of
m⋆ = 40. In order to improve the clarity of the information presented, a black unit circle is used to
initialize particles, and the radial axis is scaled using tanh. Two images are displayed above, depicting
an SGD on the square loss in the “teacher-student” scenario, with 104 iterations, a batch size of 100, a
learning rate of 0.005, and d = 100. The image on the right shows the risk (expected square loss) after
training as a function of m over 30 random repetitions, while the image on the left shows the success
rate as a function of m over 30 repetitions.
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Figure 3.4: Visual representation of aGF on a two-layer neural network withm = 2000, using theReLU
activation function. The position of the particles on the graph is determined by multiplying the absolute
value of the second layer’s values (represented by ϑ2(i)) with the first layer’s values (represented by
ϑ1(·, i)) as |ϑ2(i)| ·ϑ1(·, i). The color of each particle depends on whether ϑ2(i) is positive or negative.
The dashed lines show the neurons responsible for generating the data distribution, with a total of
m⋆ = 1900. In order to improve the clarity of the information presented, a black unit circle is used to
initialize particles, and the radial axis is scaled using tanh. Two images are displayed above, depicting
an SGD on the square loss in the “teacher-student” scenario, with 104 iterations, a batch size of 100, a
learning rate of 0.005, and d = 100. The image on the right shows the risk (expected square loss) after
training as a function of m over 30 random repetitions, while the image on the left shows the success
rate as a function of m over 30 repetitions.



4. Federated Learning with Finite Wide Neural

Networks

Federated learning refers to a machine learning scenario wherein several entities (clients) work together to
address a machine learning problem, with a central server or service provider overseeing the coordination.
client data is stored locally and not exchanged or transferred. Instead, focused updates are utilized for
immediate aggregation, with the goal of achieving the learning objective without compromising the
privacy of the raw data. [30, 23].This is done by collaboratively training a neural network on a server

and having each user send parameter updates based on their local data [23]. McMahan’s algorithm is
commonly used for this process and involves using algorithms such as Federated SGD and FedAvg
to optimize the objective function. Federated SGD does not update the weights on the client, instead
obtaining the weights at the server, while FedAvg uses a combination of Federated SGD and mini-
batches to update the models directly on the client [50]. In both cases, the server obtains the parameters
of the global model by averaging the parameters collected from each client [50]. However, sending
parameter gradients in federated learning may not be secure, as it is possible to reconstruct images
at high resolution from the knowledge of their parameter gradients [23]. To tackle these challenges,
researchers are exploring methods to minimize data collection, enhance the security of collected data,
improve the resilience to network instability, and decrease the number of training parameters in neural
networks. [35, 39, 50]. Continuous optimization is an effective method for dealing with the dynamic
and heterogeneous nature of federated learning, and can be utilized to achieve an optimal solution in
a distributed environment. [35, 39, 50]. By applying gradient flow to federated learning, a new ANN
model can be proposed to enhance neural network efficiency, which is in line with learning through many
repetitions of machine learning [35, 39, 50]. Finally, the proposed algorithm aggregates the trained model
on the server by sharing the score value, with the client with the best score providing the trained model
to the server as the final result [35, 39, 50].

Figure 4.1: This figure borrowed from [52] provides an overview of how federated learning works.

In this chapter, we will briefly cover the theoretical analysis of the convergence of current federated
learning algorithms in the classical scenario. We will start by presenting some characteristics and

20
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restrictions of federated learning in Section 4.0.1. Next, in Section 4.1 we shall introduce some theoretical
tools of Federated Learning, and for the convergence analysis in Section 4.2 by offering a simple proof
for the FedAvg. We will then discuss the impact of local updates and data heterogeneity and compare
them to well-known baselines in optimization theory. Finally, in Section 4.3, we will provide some
numerical results.

4.0.1 Characteristics and restrictions of federated learning. As a relatively new term, federated
learning has been defined differently in various existing literature, which can lead to misinterpretation
of terms and concepts. To ensure consistency and clarity in this report, this section presents a set of
characteristics and limitations that define the federated learning setting in the context of this study.
These characteristics are based on the definitions in [? ] and [32].

Data locality. Involves the generation of data locally by clients, with the data remaining decentralized
and never shared with other clients or the central server. Moreover, the non-IID nature of the data
across clients means that it is not independently or identically distributed.

Central orchestration. Involves clients communicating solely with a central orchestration server, which
coordinates the training process. However, the server does not have access to the raw data, ensuring
that the privacy of the data is maintained.

Communication. Due to the potentially large physical distance between clients in federated learning,
communication can be costly and subject to volatility. Hence, all advanced methods and techniques for
federated learning aim to minimize the communication between clients and the server.

Privacy guarantees While focused updates in federated learning represent a step towards protecting the
data generated at each client, they do not provide complete protection against the potential revelation
of sensitive information, such as gradient information[22, 43]. To ensure that sensitive information
is protected in federated learning, all developed methods and techniques should be designed to be
compatible with privacy-enhancing technologies such as differential privacy. [19].

Systems heterogeneity. it is crucial to take into account the varying data storage technologies and
computing resources of each client’s system when working with multiple clients. This is because differ-
ences in data schemes and processing times can lead to significant disparities in system performance. To
ensure optimal performance, any developed methods or techniques for federated learning must account
for these variations.

4.1 Federated optimization theory

As seen in Chapter 2 and in Chapter 3, in Machine Learning, the goal is to find a model for the training
data that minimizes a loss function ℓ : Y × R → R that defines how our learned model distribution
differs from the empirical distribution. For example images (X is then the set of all possible images),
with a set of labels (Y is then a finite set, which we will assume to be a subset of R for simplicity).

In this framework, we are given n pairs of observations (xi, yi) ∈ X ×Y, i = 1, . . . , n, and we consider
prediction functions that are parameterized by a vector θ and denoted as x 7→ φ(x, θ) ∈ R. We estimate
the value of θ by minimizing the regularized empirical risk. This is done by solving the minimization
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problem

min
θ∈Rd

1

n

n∑
i=1

ℓ (yi,φ(xi, θ)) . (4.1.1)

In the setup of Federated Learning the characteristics of data distribution from which our training
examples (xi, yi) will be drawn, are the following:

(a) Massively Distributed. Data points are distributed across a large number of K nodes, where the
number of nodes can be significantly greater than the average number of training examples stored
on each node (n/K).

(b) non-IID. Data available on each node may be drawn from a distinct distribution, which im-
plies that the locally available data points may not be an accurate representation of the overall
distribution.

(c) Unbalanced. Different nodes may vary by order of magnitude in the number of training examples
they hold.

If we adapt the objective function (4.1.1) to these characteristics, our problem can be defined as
introduced in the following: we have K nodes and n data points, a set of indices Vj (j ∈ {1, . . . ,K}) of
data stored at node j, and nj = |Vj | is the number of data points at Vj . We assume that Vj ∩ Vk = ∅
whenever k ̸= K, thus

∑K
j=1 nj = n. We can then define the local loss for the node as

Fj(v)
def
=

1

nj

∑
i∈VK

ℓ (yi,φ(xi, v)) .

Thus the problem to be minimized will become:

min
θ∈Rd

ℓ (yi,φ(xi, θ)) = min
θ∈Rd

K∑
j=1

nj
n
Fj(θ). (4.1.2)

To solve the problem in (4.1.2) the simplest algorithm is Federated SGD introduced in [35, 39], which
is equivalent to minibatch gradient descent overall data, and it is a simple application of distributed
SGD for the described setup.
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Algorithm 1: Federated SGD

1: Initialize global model parameters θ
2: Broadcast θ to all devices for t = 1, 2, 3, . . . do
3:

end for
Randomly select a subset of devices St with size m for each device j ∈ St do

4:
end for
Receive current global model parameters θt from server

5: Sample a mini-batch of size B from the device’s local data: (xi, yi)i = 1B

6: Calculate the gradient on the mini-batch: Hj, t← ∇ 1
B

∑B
i=1 ℓ(xi, yi, θt)

7: Update local model parameters: θj,t+1 ← θt − ηHj,t
8: Send updated local model parameters θj,t+1 to server
9:

10: Aggregate the gradients of the devices in St: Ht ← 1
m

∑
j∈St
Hj,t

11: Global model update: θt+1 ← θt − ηHt
12: Broadcast updated global model parameters θt+1 to all devices
13:

When optimizing a neural network (NN), the loss functions often have a non-convex shape. As a result,
the most common methods for optimizing network parameters involve using gradient-based techniques,
specifically the various versions of stochastic gradient descent (SGD). These methods involve taking the
derivatives of the loss function with respect to the model’s parameters and then adjusting the parameter
values accordingly in the direction opposite to the gradient.

From the pure form of SGD samples (see [35, 39] and references therein) a random function (e.g a
random training data point) i(j) ∈ {1, . . . , n} taken uniformly at random, the number of iterations is

at most R2

λ
1
ε and performs the update:

θj+1 = θj − γ∇ℓ
(
yi(j−1),φ(xi(j−1), θj)

)
, (4.1.3)

where γ denotes the learning rate, which is, in the base case, decaying during the learning to enforce
convergence.

4.2 Convergence analysis for federated optimization algorithms

We present a demonstration for the vanilla FedAvg [35, 39], also referred to as Local SGD or parallel
SGD for homogeneous data in the literature. This serves as an example of how theoretical results
can be achieved in federated optimization, highlighting the structure, tools, and techniques employed.
Initially, we examine a simplistic scenario of the generalized FedAvg framework (Algorithm 2), and
then we provide references to the literature for variations in different situations. The approaches and
insights discussed in this section can be found in numerous prior works, including [48, 53, 57, 56].

4.2.1 Assumptions and Preliminaries. For our analysis, we have made several assumptions. The first
four assumptions (a-d) pertain to the algorithmic choices in FedAvg, while the fifth and sixth (e and f)
pertain to the characteristics of local objectives. The seventh assumption (g) pertains to the similarity
or heterogeneity of data across clients.
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(a) In each round, every client performs a total of τ local SGD steps with a constant learning rate

η, namely z
(τ,j+1)
i = z

(τ,j)
i − γHi(z(τ,j)i ), where j ∈ [0, τ).

(b) The ServerOpt takes a unit descent step with server learning rate 1.0, namely z(τ+1) = z(τ) +
∆(τ).

(c) There are a finite number of clients (K), and each client contributes equally to the global objective.
Each client is identified by a unique label ranging from {1, 2, . . . ,K}. Formally, we have V(z) =
1
K

∑K
i=1 Vi(z).

(d) Each client participates every round, namely S(τ) ≡ {1, 2, . . . ,K}.

(e) Each local objective Vi(z) is convex and L-smooth.

(f) Each client can request an unbiased stochastic gradient with a uniformly bounded variance of σ2

in the ℓ2 norm. The expected value of the stochastic gradient is equal to the gradient of the
client’s objective function, and the variance of the difference between the stochastic gradient and
the objective function gradient is uniformly bounded by σ2.

E[Hi(z(τ,j)i )|z(τ,j)i ] = ∇Vi(z(τ,j)i ), E[∥Hi(z(τ,j)i )−∇Vi(z(τ,j)i )∥2|z(t,j)i ] ≤ σ2. (4.2.1)

(g) The difference of local gradient ∇Vi(z) and the global gradient ∇V(z) is ζ-uniformly bounded in
ℓ2 norm, namely

max
i

sup
z

∥∥∥∇Vi(z(τ,j)i )−∇V(z(τ,j)i )
∥∥∥ ≤ ζ. (4.2.2)

To prove convergence, we aim to demonstrate that our iterates, denoted as z(τ,j), are moving closer to the
optimal value V(z⋆) of the objective function F . In the context of federated learning, we have multiple
local iterates on clients and it is important to ensure that all of them are approaching the minimizer.
To address this, we use the concept of a shadow sequence, which is commonly used in decentralized

optimization literature (as described in [33]). The shadow sequence is defined as z(τ,j) := 1
K

∑K
i=1 z

(τ,j)
i ,

where K is the number of clients. Using this notation, we can analyze the convergence of the federated
learning process.

z(τ,j+1) = z(τ,j) − η

K

K∑
i=1

gi(z
(τ,j)
i ). (4.2.3)

In equation (4.2.3), it can be seen that the averaged iterates use a perturbed stochastic gradient descent

approach. The gradients are computed using the client models z
(τ,j)
i instead of z(τ,j). Our goal is to

demonstrate that:

E

 1

κT

T−1∑
τ=0

T∑
j=1

V(z(τ,j))− V(z⋆)

 ≤ an upper bound decreasing with T. (4.2.4)

How fast the above quantity decreases with T is called the rate of convergence. It is also worth noting
that at the end of each round, we have z(τ,τ) = z(τ+1,0) = z(τ+1). So the above quantity (4.2.4) also
quantifies the convergence of the global model. The speed at which the quantity mentioned above
decreases with respect to T is known as the rate of convergence. It is important to note that at the
end of each round, the values of z(τ,τ) = z(τ+1,0) = z(τ+1). This means that the quantity described in
(4.2.4) can also be used to measure the convergence of the global model.
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4.2.2 Main Results. We introduce two lemmas to facilitate the proof.

1. To demonstrate progress in each round, we aim to keep E
[
1
τ

∑κ
j=1 V(z(τ,j))− V(z⋆)

]
within

the bounds of a potential function evaluated at both τ and τ + 1. This function measures the
optimization’s progress, with an added small error term.

2. Demonstrate that the client iterations will stay close to the global average/shadow sequence. This

means that the expectation of ∥z(τ,j)i − z(τ,j)∥2 will remain within a certain limit.

The initial lemma follows a familiar approach to analyzing centralized optimization algorithms, but now
we must also guarantee that no client is straying from the expected path. With these two lemmas, we
can easily demonstrate significant advancement towards achieving the optimal value by telescoping over
τ throughout T rounds. Below, we present the two lemmas formally and provide a brief outline of their
proofs.

4.2.3 Lemma. Let us assume that the client’s learning rate satisfies η ≤ 1
4L , then

E

1
κ

κ∑
j=1

V(z(τ,j))− V(z⋆)

∣∣∣∣∣∣F (τ,0)

 ≤ 1

2ηκ

(∥∥∥z(τ,0) − z⋆∥∥∥2 − E
[∥∥∥z(τ,κ) − z⋆∥∥∥2∣∣∣∣F (τ,0)

])

+
ησ2

K
+

L

Kκ

K∑
i=1

κ−1∑
j=0

E
[∥∥∥z(τ,j)i − z(τ,j)

∥∥∥2∣∣∣∣F (τ,0)

]
,

The symbol F (τ,0) refers to the collection of all information from previous rounds up until the start of
the τ -th round, known as the σ-field.

4.2.4 Lemma (Boundedness of client drift). Assume that the client learning rate satisfies γ ≤ 1
4L , then

we have

E
[∥∥∥z(τ,j)i − z(τ,j)

∥∥∥2∣∣∣∣F (τ,0)

]
≤ 18κ2γ2ζ2 + 4κγ2σ2,

where F (τ,0) is the σ-field representing all the historical information up to the start of the τ -th round.

Now, we are in a position to state our main theorem: Combine Lemma 4.2.3 and Lemma 4.2.4 and
telescope τ from 0 to T − 1 to obtain the main theorem as follows.

4.2.5 Theorem (Convergence rate). Under the aforementioned assumptions (a)-(g), if the client learn-
ing rate satisfies γ ≤ 1

4L , then one has

E

 1

τT

T−1∑
τ=0

κ∑
j=1

V(z(τ,j))− V(z⋆)

 ≤ Λ2

2γτT
+
γσ2

K
+ 4τγ2Lσ2 + 18κ2γ2Lζ2, (4.2.5)

where we set Λ := ∥z(0,0) − z⋆∥. Foremost, when the client learning rate is chosen as

γ = min

{
1

4L
,
K

1
2Λ

κ
1
2T

1
2σ
,

Λ
2
3

κ
2
3T

1
3L

1
3σ

2
3

,
Λ

2
3

κT
1
3L

1
3 ζ

2
3

}
, (4.2.6)

we have

E

 1

κT

T−1∑
τ=0

κ∑
j=1

V(z(τ,j))− V(z⋆)

 ≤ 2LΛ2

κT
+

2σΛ√
KκT

+
5L

1
3σ

2
3Λ

4
3

κ
1
3T

2
3

+
19L

1
3 ζ

2
3Λ

4
3

T
2
3

. (4.2.7)
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We can gain useful insights for FedAvg or local-update algorithms by referring to Theorem 4.2.5. In
the following discussion, we will delve into the implications of Theorem 4.2.5 in detail. These findings
are consistent with previous research [53, 57, 56].

4.2.6 Discussion. Insights for FedAvg or local-update algorithms can be gained by utilizing The-
orem 4.2.5. To provide a more detailed analysis, we will explore the implications of Theorem 4.2.5.
Previous literature [48, 53, 61, 57, 56] also supports similar conclusions.

Effects of local steps. To accurately compare performance, it’s important to consider synchronous
SGD, which synchronizes local models at each local iteration (in FedAvg, this means setting the
number of local steps τ to 1). In synchronous SGD, the last two terms in equations (4.2.5) and
(4.2.7) are not present, and the rate of convergence is O(1/τT + σ/

√
KτT ). However, if clients

perform multiple local steps, there will be an additional error in the upper bound (the last two terms in
equations (4.2.5) and (4.2.7)). Fortunately, this additional error is proportional to γ2 and can decay at

a rate of O(1/T
2
3 ) (assuming the learning rate is small enough based on Theorem 4.2.6). As long as

the total communication rounds T are sufficiently large and there is non-zero stochastic noise (σ2 ̸= 0),
performing local steps will not hinder the rate of convergence.

Savings in communication rounds. Implementing local steps can reduce the total number of commu-
nication rounds in comparison to synchronous SGD. This means that if the local steps τ are adjusted
and the total number of gradient evaluations/computations across all clients (M = KτT ) is kept
constant, it can result in significant improvement as

τ ≤ min

 σ

DL

M
1
2

K2
,
σ

ζ

√
σ

DL

M
1
2

K2

 , (4.2.8)

which is the upper bound error (4.2.7). This is mainly influenced by the second term O(1/
√
M), which

is equivalent to synchronous SGD. However, the local-update algorithm requires only T communication
rounds inM parallel SGD iterations, whereas synchronous SGD requires τT communication rounds. As
the upper bound of local steps (4.2.8) increases, there will be greater communication savings. Previous
works have reported that (4.2.8) represents the largest savings in communication rounds.

Effects of data heterogeneity. According to Theorem 4.2.5, data heterogeneity worsens the negative
effects of local updates on convergence. It’s important to note that the additional error terms in
Theorem 4.2.5 are of the order O(τ2). However, if all local objectives are the same (ζ = 0), then the
additional error terms will only be linear to the number of local steps. Additionally, from (4.2.8), we
can see that when there is high data heterogeneity (ζ ≳ σ), the maximum number of local steps is

κ = O(K
1
4M−1), which is much smaller than in the case of an IID data distribution (κ = O(K

1
2M−2).

4.2.7 Remark. Although the discussions regarding Theorem 4.2.5 mostly apply to the stochastic setting
(σ ̸= 0), it is important to note that the conclusions may differ in the deterministic setting. This setting
involves clients using full-batch gradients to perform local updates, and σ = 0. In this case, it should
be noted that the rate of convergence under heterogeneous data sets will be significantly slowed down
to O(1/T

2
3 ) from O(1/τT ).

4.3 Experimental setup

4.3.1 Training process. To evaluate optimizer algorithm performance, we created a simulated envi-
ronment that trains multiple local neural network models. These models are then combined into a
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single model using the designated algorithms. Federated Learning (FL) relies heavily on the aggregation
algorithm, specifically FedAvg which is used to calculate the average of local model updates. This
iterative process involves multiple steps that work together to create a seamless and productive learning
experience.

• Initialization: At the start of the training, a central server initializes a global model and distributes
it to all the participating clients.

• Local training: The client receives the model which is then trained using their local data, resulting
in updated parameters.

• Model aggregation: The updates are transmitted to the central server, where they are averaged.

• The global model is updated by taking the average of local model updates. This updated global
model is then sent back to each client for the next training cycle.

• Iteration: The process is repeated a specific number of times until the overall model reaches a
state of convergence.

The information presented here pertains to the FedAvg algorithm, which can be further explored along
with other relevant techniques (e.g., [35, 39]).

Algorithm 2: FedAvg algorithm

Input : K: number of clients
E: number of local training iterations per client
B: batch size for each client
C: proportion of clients selected at each global communication iteration
η: learning rate
α: aggregation coefficient for global update
w0: initialization of model weights
N : number of rounds

Output: w: trained global model
1 Initialize global model: w ← w0;
2 for round← 1 to N do
3 S ← (fraction of C clients chosen randomly);
4 for k in S do
5 wk ← w;
6 for epoch← 1 to E do
7 Bk ← (a batch of data of size B selected randomly);
8 wk ← wk − η∇fi(wk, Bk);
9 end for

10 ∆wk ← wk − w;
11 end for
12 w ← w + α 1

|S|
∑

k∈S ∆wk;

13 end for
14 return w;
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4.3.2 Datasets. For the experiment, we have utilized the FedAvg technique on the MNIST dataset
[58], examined both IID (Independent and Identically Distributed) and non-IID data in the Federated
Learning scenario. Specifically, we created local datasets that were highly skewed, consisting mostly of
instances from the same class. We did not consider the unbalanced nature of the data and assigned
each node the same amount of data. Our aim was to test if methods that work in this simplified setting
could be effective in real-world use cases.

We employed three different architectures: ANN, CNN, and ResNet. Our models are described in
detail and include two variations for each architecture introduced in Chapter 2. The training process
utilized 85.71% of the available data, which equates to 60000 images out of 70000. The dataset consists
of black and white digit images ranging from 0 to 9, which are handwritten and normalized. Our models
were trained across 100 clients.

4.3.3 Remark. When data is IID, each image represents a unique manuscript digit, and the probability
distribution of each image is the same. However, if the data is divided into subgroups based on authors or
writing styles, it becomes non-ID data. This means that the probability distribution may differ between
the subgroups, which is more reflective of real-world scenarios.

4.3.4 Roadmap for Implementation. We utilized Pytorch to execute the FedAvg algorithm and
tested it on a server equipped with four V100 GPUs. To facilitate distributed computing, we employed
MPI as the communication backend. Our client training optimizer of choice was Adam and SGD, with
a fixed learning rate of η = 0.01 and a weight decay of 1e − 4. We conducted 300 rounds of global
communication on our dataset, but the illustration presented here is based on the 200 round data.
Additionally, we set the learning epoch to a fixed value of 5.

4.3.5 The architecture of our models. We evaluate six models with finite neural network architectures
to determine the configuration that can best predict unseen data while also having minimal computation
time.

• FedAvg-MLP1. The neural network has a single hidden layer that consists of 200 units, and it
uses ReLU activation functions.

• FedAvg-MLP2. The neural network has two hidden layers of 200 units each and use of ReLU
activation functions.

• FedAvg-CNN1. The model consists of two convolution layers, both with dimensions of 5 ×
55×55×5 and channel sizes of 5 and 10. Each layer is then followed by a max pooling layer with
dimensions of 2× 22× 22× 2, a fully connected layer with 50 units, ReLU activation functions,
and a final softmax output layer.

• FedAvg-CNN2. The architecture of the network includes two convolutional layers, each with
dimensions of 5 × 55 × 55 × 5 and containing 32 and 64 channels, respectively. After each
convolutional layer, there is a max pooling layer with dimensions of 2× 22× 22× 2. Furthermore,
there is a fully connected layer with 512 units and a ReLU activation function, followed by a final
softmax output layer.

• FedAvg-ResNet1. There are two residual blocks, where each block consists of two convolution
layers having the same number of channels and kernel size as in FedAvg-CNN1.

• FedAvg-ResNet2. Two residual blocks, wherein each block consists of two convolution layers
with the same channel number and kernel size as those present in FedAvg-CNN2.



Section 4.4. Results overview Page 29

The evaluations conducted in this project pertain to two aspects: a global test and individual client
tests to analyze the behavior of each client on their respective data.

4.4 Results overview

Figure 4.2: These different figures evaluate the performance of the models on IID and non-IID data,
where the figures on the left represent respectively the test accuracy of the IID data and on the right
the non-IID data.

Through an overall assessment of these models, we can determine the level of contribution of each
client to the collaborative training process that leads to the development of a successful overall model.
Based on the six models presented above we obtain the following results: The parameters used for our
implementation:

• K = 100: clients

• M = 10: Number of clients chosen at random for each round of training.

• E = 5: Number of steps for performing gradient descent during each client update:

• η = 0.01: learning rate

We would like to bring to your attention that the technique of aggregation FedAvg-MLP1 and its
averaging algorithm are derived from a source mentioned in the citation ([34]). In the initial rounds,
all the models exhibit similar behavior with a loss that fluctuates around 2.2 and an accuracy of 0.48.
However, as the number of rounds progresses, the loss reduces and the accuracy improves, indicating
that the models learn more effectively from their partners.

These are the findings from the 100th round. During this round, the MLP1 and MLP2 models incurred
a loss of around 0.5 while maintaining a 94% accuracy. On the other hand, the CNN and ResNet
models, which performed almost equally well, experienced a loss of 0.033 and achieved a 98% accuracy.
Although these models deliver excellent results, they require significant computation time.
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Figure 4.3: These different figures evaluate the performance of the models on IID and non-IID data,
with the figures on the left representing train loss respectively for IID data and those on the right for
non-ID data.

The training loss evaluates the performance of our models on both types of data (IID and non-IID)
i.e. how well the model adjusted to the data it saw during training. Where we notice that the models
adjusted faster to IID data during training than to non-IID data.

Figure 4.4: These different figures evaluate the performance of the models on IID and non-IID data,
with the figures on the left representing test loss respectively for IID data and those on the right for
non-ID data.

The test loss, on the other hand, measures the performance of our models on a separate test set of data,
which assesses the ability of the model to generalize to new data that it did not see during training.

When the difference between train loss and test loss is large it means that the model has overfitted the
training data, based on the train loss and test loss figures of both types of data we observe that this
difference is not large. So our models will predict with the above-mentioned percentage of accuracy on
new data that they have not seen during training.

Comparison IID and non-IID Data Sets: It has been observed that when dealing with IID data
(which is identically distributed), most models achieve good accuracy faster at around the 15th round.
However, non-IID data (which is not identically distributed) presents a different scenario. In this
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case, certain data points may take longer to learn, resulting in an increase in the number of training
rounds required to achieve good accuracy (typically around 60 rounds). The loss train and loss test
exhibit a similar trend, where they decrease and tend towards a minimum value of around 100 rounds
for IID data. However, for non-IID data, the cost function does not tend towards its minimum even
at 100 rounds. This is because customers tend to focus on the minima of their local objectives, and the
aggregate global model may not be the optimum of the global objective [60].

In order to illustrate this phenomenon as well as possible we represent on a particular model (MLP1)
the behavior of an example of 10 clients during their training those made for 50 rounds, the following
figures confirm in fact the character of distribution i.e. for IID and for non-IID data stated earlier.

Figure 4.5: These two figures illustrate the behavior of the data during training, the one on the (left)
for IID data and the one on the (right) for non-IID data.



5. Conclusion and future outlooks

The focus of this thesis was on “Gradient Descent on Infinitely Wide Neural Network and Federated
Learning”. The aim was to propose a method that leads to faster convergence towards the global
optimum. Later, this method will be used to investigate the behavior of the Federated learning approach
in light of this innovation.

To start, we needed to comprehend the two approaches independently. It is important to note that the
federated learning found in literature is created using limited neuron-width models, like most models in
machine learning. As a result, convergence is quick, but reaching a global optimum is challenging. This is
why methods like Shadow sequence convergence exist for homogeneous data, but not for heterogeneous
data, which slows down convergence considerably.

In Chapter 3, we explained how having more hidden neurons, denoted by m, can lead to better results.
When m approaches infinity, the gradient flow will reach the global minimum of the cost function. This
is proved through the homogeneity properties of the ReLU activation.

Ensuring a more precise convergence towards the global optimum is crucial for better performance. The
literature on infinitely wide neural networks outlines properties that can guarantee this convergence for
random initializations. The gradient behavior is of particular interest in this study. Commonly, the
descending gradient method is used in various types of neural networks. As the number of neurons
on the hidden layer approaches infinity, they behave like a continuum. Consequently, the optimization
problem becomes a probability measurement problem, and the SGD method is replaced by the gradient
flow.

However, it is important to note that we cannot determine exactly how large m needs to be to approach
the infinite width limit, nor can we determine the speed at which the gradient flow will reach the global
optimum. These questions are still being researched.

We experimented to demonstrate a principle. We trained a neural network with a hidden layer using a
teacher-student approach, and we experimented with three different values of the number of neurons m:
10, 50, and 2000. Our findings indicate that as the number of neurons in the cache layer (represented
by m) increases, the flow improves, and this leads to better convergence.

In Chapter 4, we explored the issue of Federated Learning on various neural networks. We delved into
the theoretical optimization problem behind it, including the gradient descent methods involved. To
better understand Federated Learning, we used homogeneous data (MNIST) and experimented with
six different models, testing them on both IID and non-IID distributions. Overall, our results were
satisfactory, with the MLP models achieving a 94% accuracy rate and the CNN and ResNets models
achieving a 98% accuracy rate.

We are interested in exploring ways to ensure better convergence in convolutional and deep networks,
particularly in the context of Federated Learning with heterogeneous data. Our goal is to combine these
two approaches (namely, gradient descent on infinitely wide neural networks and federated learning) to
help local models converge toward their global optimum and observe their behavior when aggregated.
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1999.

[41] C. Tian Qi, R. Yulia, B. Jesse, and D. David. K. Neural ordinary differential equations. In Advances
in Neural Information Processing Systems, pages 6571–6583, 2018.

[42] F. Santambrogio. Optimal transport for applied mathematicians. Springer, 2015.

[43] R. Shokri, M. Stronati, C. Song, and V. Shmatikov. Membership inference attacks against machine
learning models. In 2017 IEEE Symposium on Security and Privacy (SP), pages 3–18, Los Alamitos,
CA, USA, 2017. IEEE Computer Society.

[44] D. Simon, L. Jason, L. Haochuan, Wang. Liwei, and Z. Xiyu. Gradient descent finds global minima
of deep neural networks. In International Conference on Machine Learning, pages 1675–1685.
PMLR, 2019.

[45] J. Sirignano and K. Spiliopoulos. Mean Field Analysis of Neural Networks: A Law of Large Numbers.
SIAM Journal on Applied Mathematics, 80(2):725–752, 2020.

[46] M. Song, M. Andrea, and N. Phan-Minh. A mean field view of the landscape of two-layer neural
networks. Proc. Natl. Acad. Sci. U.S.A., 115(33):E7665–E7671, 2018.

[47] G. Stefanie, R. Lars, S. Jacob B, C. Eric. C, and G. Nicolas. R. Layer-parallel training of deep
residual neural networks. SIAM J. Math. Data Sci., 2(1):1–23, 2020.

[48] Sebastian U Stich. Local SGD converges fast and communicates little. In International Conference
on Learning Representations (ICLR), 2019.
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