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• In machine learning one seeks to find the global minimum of 
a loss function (non-convex, high dimensional)

Non-convex optimization is an NP-hard problem!



Gradient or Gradient free

• The most popular method is the
stochastic gradient descent
method which needs to take the 
gradient (along a few randomly 
selected spatial directions at each 
iteration)

• Often the loss function is not a 
good function to take its gradient, 
or the function is known only in 
discrete set of data

• Alternative gradient-free 
numerical methods are of great 
interest



Gradient-free optimization methods: metaheuristics

• Simulated annealing: Kirkpatrick (‘83)

• Genetic algorithms： Holland (’75)



Swarming intelligence

a population of simple agents interacting with

each other, and the collective behavior exhibits 

“intelligence” not known by individuals--better 

way to get out of local extrema compared to 

simulated annealing

Examples:   

particle swarming optimization (PSO):

Kennedy, Eberhart and Shi (‘95-’98)

ant colony optimization (ACO):

Moyson Manderick (‘88)

artificial bee colony optimization (ABC):

Karaboga (’05)







Laplace principle



Our improvement: a dimension-independent model!
(with J. Carrillo，Oxford; Lei Li, SJTU and Yuhua Zhu, Stanford)  

• Use geometric Brownian motion

• Random Batch to compute L:

• Random Batch to evaluate :   B randomly selected mini-batch



Heuristics:

Consider the case:

For particles to form a consensus:

PTTM model:

Our model: 

our model is dimension insensitive!



Our improvement: a dimension-independent model!
(with J. Carrillo，Oxford; Lei Li, SJTU and Yuhua Zhu, Stanford)  

• Use geometric Brownian motion

• Random Batch to compute L:

• Random Batch to evaluate :   B randomly selected mini-batch



Convergence proof

Via mean-field limit: Carrillo-Choi- Totzeck-Tse; Carrillo-Jin-Li-Zhu



Convergence analysis for fully discrete particle systems
(with Seung-yeal Ha, SNU,; Doheon Kim, KIAS)



Euler-Maruyama method



A predictor-corrector method



An exponential integrator method





Emergence of global consensus:



For the three specific numerical models:

• Remark: Models B and C are unconditional!





Convergence analysis and error estimates:
Answer to Question B

Consensus does not mean particles approach a fixed a common fixed state 



Emergence of a common consensus



Error estimates





• Convergence analysis can even include Random 
Batch approximation:  Ko-Ha-Jin-Kim  (M3AS to 
appear)



An example



• SGD

• CBO



Rastrigin function of 20 dimensions: 



PTTM algorithm                                    our algorithm





MNIST dataset





N=1000



Some popular methods used in machine learning optimization

• GD

• momentum

• Adam



CBO-adaptive momentum estimation method (CBO-Adam)
-- joint with Jingrui Chen, Liyao Lv

Linear stability shows that the  dynamical system converges

to the global equilibrium with the rate       if 



The Rastrigin function





Solving PDEs with low regularity use Deep-Ritz (E and Yu)





Conclusions

• gradient-free consensus-based interacting particle systems are 
introduced for high dimensional non-convex optimization

• Rigorous mathematical convergence results for CBO provided for 
both the fully time-discrete particle system and (its mean-field 
limit) under dimension-independent conditions on the coefficients 

• Initial data quite restrictive: close to global minimum

• Although the convergence rate does not depend on the 
dimension, the error does

• CBO-Adam works better in higher dimension but theory is lacking

• Further research include: mean-field limit;

more computational tests and applications
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