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1. Introduction



Reinforcement learning (RL)

• Starcraft via reinforcement learning 1

1 https://bennycheung.github.io/adventures-in-deep-reinforcement-learning



Reinforcement learning (RL)

• Reinforcement learning=find optimal strategies 2

2 https://techvidvan.com/tutorials/reinforcement-learning/



RL = Optimal control problem

 

 

Optimal 
control☺  



RL = Large-scale OC

 



2. Optimal control 
problem



Optimal control problem

• Cost functional 

• Optimal control problem



Pontryagin principle

• Pontryagin principle : Perturbation analysis



Pontryagin principle
 

Direction to be determined!

Adjoint system!



Adjoint system

• Hint : Gradient flow

• Adjoint system



Adjoint system
• Key : Integration-by-part



Optimal control solver
1. Forward dynamics

2. Backward dynamics (Adjoint system)

3. Update 



Discrete Optimal control

• Cost functional 

• Forward dynamics



Discrete Optimal control

• Adjoint system

• Gradient by Pontryagin principle



3. RBM-OC-SVRG



Random batch method (RBM) 3

• Random batch method (RBM) : Solve dynamics 
with random batch

3 S. Jin, L. Li, J.-G.Liu, Random Batch Methods (RBM) for interacting particle systems, Journal of 
Computational Physics, 2020



Random batch method (RBM) 3

3 S. Jin, L. Li, J.-G.Liu, Random Batch Methods (RBM) for interacting particle systems, Journal of 
Computational Physics, 2020



RBM+Optimal control?

• Optimal control : Forward dynamics + Adjoint 
system 

• Attempts : RBM+Optimal control with a fixed 
sampling 4

RBM 
applicable☺ 

4 D. Ko, E. Zuazua, Model predictive control with random batch methods for a guiding problem, 
Mathematical Models and Methods in Applied Sciences, 2021



RBM-OC 4

4 D. Ko, E. Zuazua, Model predictive control with random batch methods for a guiding problem, 
Mathematical Models and Methods in Applied Sciences, 2021



RBM-OC 4

4 D. Ko, E. Zuazua, Model predictive control with random batch methods for a guiding problem, 
Mathematical Models and Methods in Applied Sciences, 2021



RBM-OC 4

• RBM-OC : Theoretical support when the 
dynamics are linear

• Objective : optimal to the approximated model

4 D. Ko, E. Zuazua, Model predictive control with random batch methods for a guiding problem, 
Mathematical Models and Methods in Applied Sciences, 2021



RBM-OC in Stochastic way 5

• Lightbulb : Do the fully random sampling 
instead of “fixing” sampling

• Newly proposed method : RBM+OC+SGD

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



RBM-OC in Stochastic way 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



RBM-OC in Stochastic way 5

5 J. Kim, D. Ko, C. Min, B. Lee, Randomized variance reduced gradient descent for optimal control 
problems using random sampling on dynamics, preprint, 2024



SGD+Variance reduction 6

• Stochastic variance reduced gradient (SVRG) 

6 R. Johnson, T. Zhang, Accelerating Stochastic Gradient Descent using Predictive Variance 
Reduction, NeurIPS, 2013



RBM-OC-SGD+Variance reduction

• RBM-OC-SGD + Variance reduction



RBM-OC-SVRG 5

• RBM-OC-SVRG

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Several Theoretical supports 5

• Main theorem (For LQR) : Thm2+Thm3

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Several Theoretical supports
• Thm2 (From SVRG 6)

• Thm3 (From Zuazua 7)

6 R. Johnson, T. Zhang, Accelerating Stochastic Gradient Descent using Predictive Variance 
Reduction, NeurIPS, 2013

7 D. Veldman, E. Zuazua, A framework for randomized time-splitting in linear-quadratic optimal control, 
Numerische Mathematik, 2022



4. Numerical results



Example 1 : Linear case 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Example 1 : Linear case 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Example 2 : Opinion dynamics 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Example 2 : Opinion dynamics 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Example 3 : Guiding problem 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Example 3 : Guiding problem 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



Example 3 : Guiding problem 5

5 J. Kim, D. Ko, C. Min, B. Lee, Random sampling-based gradient descent method for optimal control 
problems with variance reduction, preprint, 2024



4. Concluding remark



Optimal control problems

• Random batch method(RBM) based optimal control 
techniques are introduced.

• Theoretical supports for the linear-quadratic case are 
presented.

• Future work : Analysis for the case of nonlinear 
dynamics, Relation with RL



Discussion

Any Question?


