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Problem



What is a kernel?



Kernel method solution



Most numerical approximation methods are kernel interpolation methods 

Cardinal splines

https://slideplayer.com/slide/4635359/



Polyharmonic splines



The convergence can be arbitrarily bad if the kernel is not adapted 



PDE adapted kernel



PDE adapted Gaussian prior



Learning methods for solving PDEs 

ANNs

GPs

Physics-informed neural networks: A deep learning framework for solving forward and inverse 
problems involving nonlinear partial  differential equations. 
M. Raissi, P.Perdikaris, G.E. Karniadakis, JCP 2019

Gamblets: Bayesian Numerical Homogenization. H. Owhadi. SIAM MMS, 2015. 
Multigrid with rough coefficients and Multiresolution operator decomposition from 
Hierarchical Information Games. H. Owhadi,  SIREV, 2017  
Operator adapted wavelets, fast solvers, and numerical homogenization from a game theoretic 
approach to numerical approximation and algorithm design. H. Owhadi and C. Scovel. Cambridge 
University Press, Cambridge Monographs on Applied and Computational Mathematics, 2019 

Time dependent: Numerical Gaussian processes for time-dependent and nonlinear partial 
differential equations M Raissi, P Perdikaris, GE Karniadakis, SISC 2018

GPs: More theoretically well-founded and with a long history of 
interplays with numerical approximation 
but were limited to linear/quasi-linear/time-dependent PDEs

Probabilistic numerics: Cockayne, C. Oates, T. Sullivan, and M. Girolami, 2017
RBF collocation methods: R. Schaback and H. Wendland, 2006
Interplays with numerical approximation: Sard, Larkin, Diaconis, Suldin, Kimeldorf and Wahba



Solving and Learning Nonlinear PDEs with Gaussian Processes. 
Y. Chen, B. Hosseini, H. Owhadi, AM. Stuart. 
Journal of Computational Physics, Volume 447, 2021,
https://arxiv.org/abs/2103.12959

Generalization of GP methods to arbitrary  nonlinear PDEs

Properties

https://arxiv.org/abs/2103.12959


A simple prototypical non-linear PDE

Generalizes to arbitrary
non-linear PDEs



The method



Theorem



Implementation

Reduction theorem







Numerical experiments



Burger’s



Eikonal



Inverse Problem



Inverse Problem



Which kernel do we pick? 



Interpolation problem

Family of kernels

Kernel/GP interpolant 

Question



Empirical Bayes answer



Kernel Flow answer



Question

Model

Theorem



Question?

Experiment



Takeaway message

More comparisons



Extrapolation problem

Assumption

Fundamental problem



Simplest solution



Example: Bernoulli map



Example: Bernoulli map



Example: Hénon map



Example: Lorenz system



Data-driven geophysical forecasting
HYCOM: 800 core-hours per day of forecast on a Cray XC40 system

Architecture optimized LSTM: 3 hours of wall time on 128 compute nodes of the Theta 
supercomputer.

CESM: 17 million core-hours on Yellowstone, NCAR’s high-performance computing resource

Our method: 40 seconds to train on a single node machine (laptop) without acceleration

Data-driven geophysical 
forecasting: Simple, low-
cost, and accurate 
baselines with kernel 
methods. Proceedings 
of the Royal Society A. 
2021 Hamzi,   Maulik, O.



NOAA-SST data set (low noise dataset)



NAM (North American Mesoscale Forecast System) dataset (high noise dataset) 



Thank you
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