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1 Introduction

1 Introduction

One of the easiest partial differential equations is the linear transport equation

atp + biaip == 0
p(0,-) = po

where we have p : R x R" — R (one may think for example of a distribution of
particles at time t and at space x) and the vector field b : R x R" — R", which is
called the drift vector field, so it can be thought as the transport vector of the particles.

If b is of C!-regularity, it is very easy to solve this equation by the method of characteristics:
We define £ : R — R" by the following ODE:

g'(t) = b(t,&(t))

Then one can check, that solutions of the transport equations fulfill

d
a[p(t,é(t))] =0

So solutions are constant on the curves in space-time given by £ (called characteristics).
With this in hand it is possible to derive an explicit formula for solutions the linear
transport equation.

Here one can make an interesting observation: The fact, that the solution of the
transport equation is constant along the characteristics, does not change by replacing
p by B op with a C!-function 3 : R — R. So, for a solution p(x, t), also S(p(x, t)) is a
solution (for a moment ignoring the initial data p,). We call a solution a renormalized
solution, if this concatination is also a solution for any C!-function 3.

This concept can be generalized very far, it is also well defined for drift fields b
that have Sobolev-regularity or even BV-regularity (instead of C!-regularity, which is
necessary for the use of the Picard-Lindelof-theorem in the method of characteristics).
The idea is the following: We define weak solutions of the transport equation. Then
we show that every weak solution also fulfills this renormalization property. After this,
it is possible to show uniqueness of solutions with this renormalization property.

To show the renormalization property, we will use approximation by convolutions
and have to deal with so called commutators, defined as following for a differential
operator or a function c

[pwc](f) :pe*(cf)_c(pe *f)

So a commutator marks the difference between convoluting first and applying ¢ then
and the other way around. It will be important to show that these commutators
converge to 0 as € — 0. Therefore we will have some commutator estimates.

All these steps do not only work for a transport equation, but also for a fokker-planck-
equation:

1
o.p+3,(pb;)— Eai(o-iko-jkajp) =0
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Compared to the transport equation, we see that it is in divergence form (which is
equivalent, if we have some regularity conditions on b’ = b — %div(oot), see [5],
Section 7) and that we have a diffusion Matrix o. For intuition, if b=0and o =1,
we get a heat equation, so one can think of o as a matrix which is describing the
diffusion of the particle distribution p.

After adapting the steps above a little it, it is possible to define also renormalized
solutions for fokker-planck-equations and use them to show uniqueness of solutions.
The main source is [ 14], which is the first one showing uniqueness for a fokker-planck-
equation with a drift with only BV-regularity in space.

Another source is [5]. There also a Fokker-planck-equation is considered, but with
drift coefficients in a Sobolev-space.

The theory of a BV -drift was first solved in [2], but only for a transport equation. This
is also the source of one of the two big commutator estimates. The other one, used
mainly for the terms from the diffusion term is from [7].
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2 Analytic preparations

In this chapter we prove some analytic lemmata, which we will need later.

2.1 Functions of bounded variation

So called functions of bounded variation will be very important in the following chapter,
especially in the proof of Ambrosios commutator estimate Theorem 3.18. The definitions
and the statements are from [2] and [3].

Definition 2.1. Let b € L'(U) for U c R" open. b is of bounded Variation or a
BV-function, if its distributional derivative is given by a vector-valued finite Radon
measure, so if there is a finite Radon measure Db = (D, b, ..., D, b) such that

f 8—‘pdx=—J ¢ dD;b
v 9Xx U

forallp e C*(U)andi=1,..,n.

The space of functions of bounded Variation is called BV (U).

BV,,.(U) is the usual local version, so the space of all functions which are of bounded
variation on every compact subset of R".

For a R™"-valued measure A we have the total variation |A| given by

|A|(C) :=sup {Z IA(C))| : C; € B(2) pairwise disjoint, C; C C}

i=1

with the Hilbert-Schmidt-norm in the sum. As usual we decompose Db in its singular
and absolute continoous part with respect to the Lebesgue-measure by the Radon-
Nikodym theorem, so lets set Db = Db + D°b with |D%b| < £" and |D°b| L £".
Vb = % is the density of D*b with respect to £".

i

Lemma 2.2. Let there be b € BV,,.(R") and z € R". Then there holds

n

ZziDib

i=1

J Ib(x +2)— b(x)|dx < ()
K

for a compact K C R" and K,; = {x € R"| dist(x,K) < |z|} the |z|-neighborhood of K.
Proof. (see also [3], Lemma 3.24 and Remark 3.25) First we take a sequence b, €
C*(K;)NBV (K}, ) approximating b in the following sense (according to Theorem 5.3
in [10])

o bk — b in Ll(K|z|)
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* [[DbI(Ky,) — lIDBII(K )

Then we have (by adding —b,(x + 2) + b,(x + 2) — b.(x) + b,(x) and using the L!-
approximation, Fubinis theorem and the approximation of the derivative):

J |b(x +2)—b(x)|dx < klggof |bi(x +2)— by (x)|dx
K K

1 n
= limf J ZDibk(x+tz)zidt
k=00 Jk | Jo

i=1
1
< limJ J
k— o0 0 K

n

ZziDibk
i=1
ZziDib

i=1

dx

ZDibk(x + tz)z;|dx dt

i=1

(K dt

(K.

[l

Lemma 2.3. Let there be u a locally finite measure on R. Then for € > 0 we define the
following functions:

. t,t+¢
(= KL e)
Then for a compact set K C R we have
f g.(t)dt < u(K,) Y]
K

with K, = {x € R|dist(x,K) < €} the e-neighborhood of K.
Additionally, if u < £*, [i, converges in L\ (R) to the density of u with respect to £*
fore =0

Proof. We prove (1) first. We have
. 10
f.(0) = (t —s5)du(s)
g £

Thus we get using Fubinis theorem

. 1_¢ 0] 10
a.(t)dt = ——(t—s)du(s)dt = ——(t—s)dtdu(s)
K K JR € RJK €
L0
< ——(t —s)dt du(s)
k,Jxk €

< J 1du(s)

€

= u(K,)
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This shows (1).
For the second property, let there be f the density of u with respect to £*. So for any
compact set, we have to show ||, — f|l,1x) — 0as e — 0:

”ﬂe_f”Ll(K):J Iﬂg(t)—f(t)ldt=J 1J f(S)ds—f(t)‘dt
K K € t

s%JJ |f(s)—f(r)|dsdr=§fj (s +6)—fF(0)]dsdt

zlf f F (s + £)— F ()| dt ds
€ 0 K

Now we take a function f € C°(R) (which will approximate f as C °(R) is dense in
LY(R)). Then we have for fixed t:

JKIf(S+ t)—f(t)lds
SJK |f(s+t)—f(s+t)|dt+L |f(s+t)—f(t)ldt+JKIf(t)—f(t)ldt
<20f = Fllpy + J F(s+0)— F (D)l de
By choosing f we can get ||f — f |1 ) arbitrarily small, so it remains to show

%J J If(s+t)—f(t)|dtds — 0

for a smooth f:

lj J|f(s+t)—f(t)|dtdsS1J J||f/||oosdtds
€ Jo Jk € Jo Jk

K||f’ ¢
S| |||f||oofsds
0

€
KN N €2
= = 50
€ 2
as € — 0. This was to show. O

The following lemma is about splitting BV-functions into components. In one variable,
we also write also b’ for the density of the absolutely continuous part of the derivative
of b:

Lemma 2.4. Let there be b € BV,,.(R") and x’ € R"'. Then we define b,.(s) = b(x’,s)
for s € R. For £" '-almost every x’ we have the following:
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bx’ < BVIOC(R)

b ,(s) = 2b (x/,s) for £ -almost every s € R

e for any € > 0 we have b.(s + &) — b,.(s) = Db,.([s,s + €]) for £'-almost every
seR

[us ID°Bdx” < DD
Proof. see Theorem 3.103, Theorem 3.107 and (3.108) in [3] O

We will need the following Lemma of Ambrosio on difference quotients of BV-functions
in the proof of the commutator estimate Theorem 3.18. It states, loosely spoken, that
also the difference quotients of a BV-function can be decomposed in a singular and a
absolutely continuous part:

Lemma 2.5. Let b € BV .(R") and z € R". Then for € > 0 the difference quotient in
direction 2 can be decomposed in functions b; (2) (the "absolutely continuous" part) and
b2(z) (the "singular" part) both in L, (R"):

P =2 b))+ b))

bi(z) and bg(z) can be chosen with the following properties:

1
loc

o0
(R™) to >’ g—i(x)zi as functions of x as € = 0
i=1

* bl(z) converges strongly in L

* For any compact K C R" we have

limsupJ |b§(z)(x)|dx < |z||D*b|(K)
K

e—0

* For compact K,K’' C R" and 6 > 0 we have the uniform bound

sup sup J |b1(2)(x)| + [b2(2)(x)| dx < sup |z]|Db|({x : dist(x,K) < 5})
K

2€K’ £€(0,6) 2€K’

Proof. ([3], Theorem 2.4 and [6], Proposition 3.2) Lets assume z = e,, first, we discuss
scaling and rotation-invariance of the theorem later. Additionally let there be x =
(x’,x,) with x’ € R"! and x, € R.

Using the definition of (i, and the statement of Lemma 2.3 first we define

— Xpte
bl(x’, x,) = ﬁ(x’, )L (x,) = 1 ﬂ(x’,s)ds
€ ax, . e), 9x,
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Then, by Lemma 2.3 we have the convergence of b} to 571’, what was the first thing
to show.
Next we define b,.(s) = b(x’,s) and use Lemma 2.4 to calculate

b(X/, X, + ‘9) B b(X'/, Xn) _ bx’(xn + 8) — bx’(xn) _ Dbx’([xn: X, + ‘9])

€ € €
DbS,([x,,x,+€]) Db, ([x,,x,+¢€])
= +

€ €
=DbS, (x,)+ Db3, (x,)

= b!(x", x,) + Db, (x,)

for almost every x,. So we have bi(x’, x,) = Eb?x,g(xn). Thus we have using (1) and
Lemma 2.4:

J |b2|(x’, x,,) dx, dx’ < f
K R J {x,:(x",x,)€K}

< J ID°b,|({x, : (x', x,) € K, })dx’ < |D*bI(K,)
Rn—1

Dsb,,,(x,)

dx, dx’

This was the second thing to show. With the exactly same argument we get fK Ib; |dx <
|D*b|(K,). Thus we have

f b, (en) () + b2 (e, )(x) dx < [D°BI(K,) + [D*bI(K,) = [DDI(K,)
K

The last equality is from the fact, that for singular measures there holds the triangle
inequality in the variation norm also reverse and is hence an equality. This shows the
last property.

The case for general z is just carefully reproducing the proof by setting bi(z) = bi:lz| (;—0
for the scaling invariance. Then we often relabel £|z| — €. The rotation invariance is
obvious as the integrals do not change under rotation. O

Next we will need Albertis rank-one-theorem:

Theorem 2.6. Let there be b € BV(Q2,R™) for  C R" open. Let D°b = M|D°b| be the
singular part of the distributional derivative. Then for M(x) has rank one D®b-almost
everywhere, i. e. M(x) = n(x) ® &(x) with |E(x)| = |n(x)|=1for D°b a. e. x €.

Proof. [1] O

2.2 Convergence Lemmata

We will need the following technical lemma in the existence proof.
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Lemma 2.7. Let f;, g, be sequences in L*(Q) (with Q an open subset of R"). Let f, — f
and g, — g with f, g in L? and the weak convergence of g, in L>. Then fﬂ & — fﬂfg.

Proof. We need to show fn fi&—fg—0:

ffkgk—ngJ(fk_f)(gk"‘g)"‘fgk—gfk:J(fk_f)(gk"‘g)‘i‘ffgk—Jgfk
Q Q Q Q Q

as all integrals exist (this will be seen in the proof). So we need to check the convergence
of these three integrals:

* for the first one, we have by the Holder-inequality

f (fe—f) e+ &) <Ifi—fllllgx + gl =0
Q

as || f,—f |, — 0 by definition and ||g; + g|| is bounded, because weak convergent
sequences are bounded.

* The second integral f o f & converges to f o f & by the the definition of weak
convergence of g,

* The third integral also converges to f o f &, because strong convergence implies
weak convergence

So, summed up we get klim f o J1&— f & = 0. This was to show. m
—00

Next we define convergence in measure and prove two useful lemmata:

Definition 2.8. Let there be f,, f : 2 — R measurable with Q2 a measurable subset of
RN. We say f, converges in measure to f, if

lim 2"({If,~fI= e}) =0
for any € > 0.

According to [8][p. 257], convergence in L? as well as convergence almost everywhere
implies convergence in measure locally. In this sense, Pratts theorem[8][p. 260] is a
generalization of the dominated convergence theorem.

The first lemma states, that convergence in measure is stable under (uniformly) continuous
functions:

Lemma 2.9. Let there be f, — f in measure and a : R — R uniformly continuous
(or let the f, be uniformly essentially bounded and a only continuous, so a uniformly
continuous on the image of the f,). Then ao f, — ao f in measure.
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Proof. For any € > 0 we have a 6 > 0, such that

1fa(0) = f ()l <6 = |a(fu(x)) —alf (X)) < e

So the contraposition is
D= alf G|z e = 1) F ()= 6
So {laof,—aof|=e}c{lf,—fI=5} so
lim 2"({lacf,—aof|>e})< lim ,%N({lfn flz8})=0

n—oo

Next we have two variants of a convergence theorem:
Lemma 2.10. Let there be f, € L°°(Q) with a uniform bound, so sup||fn||Oo < 00

and g, € L'(Q) again with Sup||gn||1 < o0 and a dominating functlon g € LY(Q).
Additionally let f, — 0 in measure Then

lim f fugal =0
n— oo
Q
Proof. For € > 0 we have

f |fn&nl =J |fn&nl + f |fn&nl
Q {Ifal>€} {Iful<e}
SJ |fn||gn|ﬂ{|fn|>g}+f Elgnl
Q {Ifnl<e}

Ssupllfnlloof 8|15 + €sup |8,y
neN Q neN

Now we take the limit n — ©0. According to the dominated convergence theorem, the
first integral converges to 0, because 1 |-, converges pointwise almost everywhere
to zero (because f,, — 0 in measure) and g, is a dominating function. So we have:

III%J |fngn| < £gsup ”gn”l
n— Q neN

Now ¢ — 0 proves the lemma. O

Lemma 2.11. Let there be f, € L°°(Q2) with a uniform bound and 2 bounded, so
sup||f,lleo < ©0 and g, € LP(2) again with sup llgnll, < oo with p > 1. Additionally

neN
limJ |fn8nl =0
n—N Q

let f, — 0 in measure. Then
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Proof. For € > 0 we have (with ¢ = == Holder-conjugate to p)

J &l = J |fn&nl + J |fn&nl
Q {Ifnl>e} {Ifnl=<e}
SJ |fn||gn|ﬂ{fn>s} +f 8|gn|
{Ifal<e}

<Sup||fn||ooJ |gn|ﬂ{|fn|>e}+‘gsup”gn | <‘€}

|S8} 1/q

< sup [|f,lloo SUP 1€l [ {Ifal > €} + e sUp g, l,
neN neN neN

Now we take the limit n — oo. The first term goes to 0 by the convergence in measure
of the f,, in the second one |{|f,| < £}|'/9 can be estimated by the measure of Q:

limf |f28al < €suplig,ll, Q[
n—N Q neN

Now & — 0 proves the lemma. m

2.3 Mollification of distributions

We also will need the mollification of distributions on R". For more details see [12],
Chapter 11. In the whole chapter we only use even convolution kernels, so our
definition does not need the reflection used in the definition in [12]

Definition 2.12. Let there be an even convolution kernel p, and a distribution u, both
on R". Then there is also a distribution p, *u on R". We define it for ¢ € C°(R") by

pe*xu(p) :=u(p, * ¢)

Remark 2.13. This definition generalizes the convolution of a function with an even
convolution kernel in the following sense: For a L'—function f and the associated
distribution test f (defined by test f (¢) = fRn @ (x)f (x)dx for a test function ¢) there
holds test(p,*f) = p,* test f for an even convolution kernel. We insert a test function

@:
pextestf(p) =testf(p, x )= JRH pex p(0)f (x)dx
=Jang(x—y)s0(y)dyf(X)dx
=fanpg(y—X)so(y)f(X)dxdy
=JRnpe*f(y)sO(y)dy

= test(p, * f)(¥)

10
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We used Fubini, this is justified as the integrals are all finite.

As we consider a parabolic equation, we have not distributions on R" buton [0, T)xR".
We also want to mollify them, but only in space:

Definition 2.14. Let there be an even convolution kernel p, on R" and a distribution
uon [0,T) x R". Then there is also a distribution p, *u on [0, T) x R". We define it
for ¢ € C°([0,T) x R") by

pexu(p) :=u(p, x ¢)
Here Pe* QD(X, t) =P ¥ (P(7 t)(X)

We will have only distributions of order zero and one in t, so we have the following
two lemmata:

Lemma 2.15. Let u be a distribution on [0,T) x R" of order zero in t, so there are
distributions u, on R" such that

T
u(y) =f u,(p(-,t))dt
0

Then p, x u is also of order zero and given by fOT P, *xu, dt:

Proof. This is easily proven by inserting ¢ € C>°([0,T) x R"):

T T

u(pex (-, t))de = J pexu(p(-, t))de

0

pexu(p) =u(p, *p) :J

0

The other situation is a distribution of order one in t:

Lemma 2.16. Let there beu € Llloc([O, T)xR") with boundary data u, at 0. We consider

the distribution J,u(given by o,u(yp) = — fOT fRn ud,p + fRn uyp(0,-) ).
Then we have p, *d,u = 0,(p, *xu), with the second distribution seen with boundary data
P, * U, for an even convolution kernel p,.

11
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Proof.
pe* du(p) = du(p, * ¢)
T
—f f u(x, t)d,(p, * p)(x,t) +J uo(x)p, * (0, x) dx
0 n n

- LT JRH u(x, t)p, * ,0(x,t) + JRn JRn uy(X)p.(x —y)p(0,y)dy dx
—fo J u(x, t)p.(x —y)op(y,t)dxdydt
+f (0, y)J up(x)p.(y —x)dxdy
f f tcp(y,t)J u(x, t)p.(y —x)dydxdt
+ J n ©(0,y)p, *uo(y)dy

__f J 3t80(y’t)loa*u(.)’:t)+f ‘P(O’J’)Pa*uo(.)’)dy
o Jrn -

= 0(p, *xu)(¢p)

2.4 A distributional Gronwall inequality

Next we have the following distributional version of Gronwalls inequality:

Lemma 2.17. Let there be a function f € C([0, T]) with f(0) =0and g,h € L*([0, T]).
f, g and h are assumed to be nonnegative. Additionally f’ < f g + h distributionally, so
for every nonnegative test function ¢ € C>°((0, T)) we have

—J so’(t)f(t)dtSJ f(t)g(t)so(t)dwf h(t)e(t)dt
0 0 0
Then

f(t) < efotg(r)drf h(s)ds

0

almost everywhere in [0, T ].

Proof. In the distributional formulation we test with p(s) = e~ Jog (Mdr, for a nonnegative
test function ¢. This is not an element of C>((0, T)), but monotone, bounded and

12
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weakly differentiable, as s — f; g(r)dr is weakly differentiable with derivative g, so
we can approximate it by test functions and the equation holds.

Testing with ¢ leads to

T

T
—f @'(s)e o8 £ (5)ds + J p(s)e o8I g (5)f (5)ds
0

0
T

< f cp(s)g(s)f(s)e—fég(r)dr ds +f (P(S)h(s)e—fgg(r)dr ds
0 0

— —f (P/(S)e_fgg(r)drf(S) ds < J (,D(s)h(s)e_f;g(r)dr ds
0 0

Defining R(s) = e Jo ¢4 £ (s) and estimating e~Jo ¢4 < 1 we have R € C([0, T]),
R(0) = 0 and

T T
—J R(s)¢’'(s)ds < f ©(s)h(s)ds
0 0

so R* < h distributionally. Lets define R(t) = f Ot h(s)ds, so I_{/(t) = h(t) almost
everywhere. So we have

T B T rT
—J (R(s) —R(s))¢’(s)ds = —J R(S)SO’(S)+J R(s)¢’(s)
0 0 0
T r‘T
< f p(s)h(s)ds — ﬁl(s)tp(s)ds
0 Jo
T ('T
= J p(s)h(s)ds — @(s)h(s)ds
0 Jo

=0

According to the following lemma, this leads to R—R < 0, so R(t) < fot h(s)ds on
[0,T], so

F(t) <elo g(”dfj h(s)ds

0

almost everywhere. This was to show. m

Lemma 2.18. Let there be R € C([0, T]),R(0) = 0 and R’ < 0 distributionally:

T
f R(s)¢'(s)ds =0
0
for all nonnegative test functions ¢. Then R < 0in [0, T].

13
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Proof. We argue by contradiction, so lets assume the existence of a t € [0, T] with
R(t) > 0. We take mollified functions R, of R (to achieve this, extend R on some
interval [—7, T + 7] constant outside of [0, T] and continuous in 0 and T), so R, is
well defined. As R is continuous, we have R, — R uniformly and for a 6 > 0, we have
an € > 0 such that |R, —R||o < 6.

So, for any positive test function ¢, we have

0< J R(s)¢’(s)ds = J Rg(s)w’(s)dwj (R(s) —R,(s))'(s)ds
0 0 0
T
< J R (s)¢'(s)ds + [1'I1, IR — R, Il oo
0

T
< J R,(5)'(s)ds + I/l 5
0

So, by a partial integration, we get, that for every 6 > 0 there exists a € > 0 such that

T
f R.(s)e(s) < ll¢'ll,6 )
0

Now we take nonnegative test functions ¢, for k € N with the following properties,
let there be

¢ (0)=0
* (Pk:]-on[%nt_%]

* (Pk:OOH[t,T]

l¢1| < 2K, so especially [|¢;|l; < 4 independent of k as ¢/, # 0 only in [0, ] and
[t - %) t]

So we have ¢, — 1}, .1 pointwise almost everywhere.
Inserting ¢, in (2) leads to

T
J R(s)pr(s)ds < |lg;ll,6 < 46
0

Now lets take k — 00. As |R,| is a continuous function on [0, T ], it is integrable and
hence a suitable dominating function for the left-hand side (because || < 1). So we
can apply the dominated convergence theorem and get for any 6 > 0 an € > 0 such
that

f R/(s)ds =R,(t)—R.(0) <46
0

Now let 6 — 0, so also € — 0. Then R_,(0) — 0 and R,(t) — R(t) > 0 by assumption.
This is a contradiction as the right hand side goes to 0. ]

14
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2.5 Youngs inequality for integral operators

From harmonic analysis we use the following result (also known as Schur’s test), which
is also valid in more general versions, see [15], Theorem 0.3.1:

Theorem 2.19. Let K : R" x R" — [0,00) and f € LP(R") for p > 1. Let there be

J K(x,y)dy <1 for almost every x € R"
]Rn
and
J K(x,y)dx <1 for almost every y € R"
RTI

Then we have
J J K(x,y)lf(y)lpdydef lf()IPdy
Rn n Rn

Proof. [15], Theorem 0.3.1 O

This leads to the following lemma

Lemma 2.20. Let there be f € Lﬁ)C(R")forp > 1. Thenwe haveforR>1and0<e <1

p p
J J F et ey dydx < I I,
By J B1(0)

Proof. Use theorem 2.19 (after setting f to O outside of Bg,;) and

1

K(x,y)={m

lx—yl<e
0 otherwise

2.6 Bouchuts Lemma

In the proof of the renormalization theorem we will define A(M, p) = f w | (M2, Vp(2)) | dz
for a n x n-Matrix and p € C>°(R"). We will try to get A(M, p) as small as possible by
choosing the convolution kernel p. The following lemma of Bouchut gives an answer
to this question if M has rank one (this will be satisfied by Albertis rank one theorem):

Lemma 2.21. Let there be £, € R" with & L n and with £ = np = 1. Then, for any
given € we find a even p € C°(R"), such that A(n ® &, p) < &, this means

J |<Z’ £)||<VP(Z),7))|dz <eg
Rr

15



2 Analytic preparations

Proof. ([2], Lemma 3.3) We first prove the Lemma for n = 2. Without loss of generality

we can assume & = e; and 1 = e,. Lets define the rectangle R, =[5, 5] x [—%, %]. Then
we take
1
P= . *hg
€

for a convolution kernel h;.
So we have fRn p =1and

201 14

1 _OR,
02, €

as 6 — 0 in the sense of measure with v = (v, v,) the inner unit normal to R,.

Then we have
2 2 €
——C|dz =— z,|dz; = =
02, ‘ sf_lll )

£
2

imA(m®&, p)= elsli%f |24

R2

So we can choose 6 small enough to get a suitable p. If n > 2 we just multiply this
2-dimensional kernel with a fixed kernel in the other dimensions (orthogonal to & and
). O

16



3 The Fokker-Planck equation

3 The Fokker-Planck equation

We are going to consider a Fokker-Planck-equation of the following form:
1
atP+ai(Pbi)_§3i(0iijkajP) =0 3)

This is a time-dependent equation, so we consider it on a time interval [0, T']. We have
problem data

e Adrift field b : [0, T] x R" — R"

A diffusion term o : [0, T] x R* —» R™"™
and a solution
* p:[0,T]xR" >R

For 0 = 0, (3) becomes the standard transport equation. The main difficulty is that
we consider a drift-field b which has only BV-regularity in the spatial variables.
We will consider weak solutions in the following sense:

Definition 3.1. Let there be an initial condition p, € L>NL (in the formal sense that
Pli—o = Po). Then a function p € L°°([0, T], L2NL*°) satisfying o*vp € L*([0,T], L?)
(where o* is the transpose of o) is called a weak solution to (3) if

T
f J po,p dxdt+f Po(0,-)dx
0 Rn Rn

T T
1
:—J J p(b,V(p)dxdt+—J J (o*Vp,0*Vp)dxdp
0o Jrn 2J)o Jge

for all test functions ¢ € C>°([0,T) x R")

The main theorem we prove is the following (Theorem 1.1 in [14]):

Theorem 3.2. Let b and o be as above, satisfying the following regularity assumptions:

b (L([0, 7], BV (&)

b e (L0, T, L' + Lo ®Y))

1+|x]|

div(b) € L'([0, T], L} (R™))

> “loc

[div(b)]~ € L}([0, T], L°°(R™))
and

17



3 The Fokker-Planck equation

- o <(L¥([o, T],Wl’z(R”)))nxm

loc

o e(r2(o, 132+ Lo®M)) "

1+|x]|

Then, for any initial condition p|,_, = p, with p, € L>* N L*°, (3) has a unique weak
solution in the space

X, = {p e 1°([0,T], 12N L>®),o*vp € L*([0, T],LZ)}

3.1 Definition and properties of c*Vp

In the definition of the Fokker-Planck equation (3) (respectively in the weak formalization
of Definition 3.1) we need to define the meaning of c*Vp, as p is only assumed to be
in L2N L

Remark 3.3. For the existence of a weak solution of (3) we state the existence of
o*Vp(t) for almost every t in the following distributional sense: There exists an u €
L*(R")", such that, for all test functions ¢ € H}(R™)™:

f u(t,x)go(t,x)dxdt:—f p -div(ocp)dxdt
Rn Rn

In this sense we will also write u = o*Vp

Next, let there be p, mollified versions (only in space) of p, then we show the following
convergence:
Lemma 3.4. We have o*Vp, — o*Vp in L*([0, T, L2 ).

Proof. For a compact K C R" we estimate by adding the zero (0*Vp),—(0*Vp), with
(o*Vp), being the mollified version of o*Vp

T
f lo*Vp(t) —o*Vp(t)|l 2 dt
0
T

SJ IIU*VPg(t)—(G*Vp)g(t)IILz(K)dt+J 1(e*vp), () =" Vp(O)ll 2k dt
0

0

The first integral goes to zero by Lemma 3.16 as it is exactly R,. (Note that this is not
a circular reasoning argument, as Lemma 3.16 is proven without using this lemma or
anything else depending on this lemma).

The second integral also converges to zero, as || (c*Vp), (t) —*Vp(t)|| 2) — O for
every t pointwise by the properties of the convolution and as we have the dominating
function t — 2||c*V ()12 ]
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3 The Fokker-Planck equation

For the definition of renormalized solution we will have to give also a meaning to the
expression o*V3(p) for a § € C*(R):

Remark 3.5. Let there be a function u € L?(R")", such that, for all test functions
¢ € H(RM™:

f u(t,x)ap(t,x)dxdt:—J B(p)-div(cp)dxdt
Rn RA

In this sense we will also write u = oc*V(p).

Also in this distributional sense we have the following chain-rule:

Lemma 3.6. In the sense of the last remark we have c*Vf3(p) = B’(p) - c*Vp
Proof. We approximate o € Wkl)’cz(R") and p € L> N L°° by smooth functions o, €
C °°mwlif and p, € C°NL*NL* (note that the p, should have compact support), such
thato, —» o in Wli’cz(R”) and p, — p onlyin L? (not in L°°, because this is not possible
in general). Additionally, let [|o,[l; < llolly, IVo,ll; < IVoll, and [p,ll, < [pll2
lIPalloo < llPlleo- This can be achieved for example by mollifying o and p.

At first we show that 0*Vp, — 0*Vp weakin L? , possibly after picking a subsequence
(especially o*Vp, € L} as Vp, is bounded). We have for a test function ¢

loc

J O':;Vpn(p :_J PnV(UnSO)—’—J PV(O'SO)ZJ o*Vpyp
Rn Rn Rn Rn

The convergence is because o, — o in Wkl)’Cz(R”) and p, — p in L? both strongly.
We want to show 8'(p) - 0*Vp = o*VB(p) in the following big frame, for any test
function ¢:

/ * A . / * .
J B(p)-ovp-¢=lim | B'(p,) 0, Vp,-¢ =n13330J V(B(pa))- (o)
Rn Rn Rn
= nlirgo—J B(p,)div(o,p) = —J Bp)-v(oy)
Rn Rn
By the last remark 3.6 this would show the Lemma, but of course we need to justify
A and B. For both we will need, that ' o p, — ' o p in measure. This holds because

p, — p in measure (LP-convergence implies convergence in measure) and Lemma 2.9,
as p,, are uniformly bounded and f3 € C3(R).
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3 The Fokker-Planck equation

Step A: We have
nliI?oJ B'(p)-o*Vp-o—B'(p) 0, VD, ¢
Rn
= nliToJ (B'®P)—B'(p)-(c*Vvp+0:vp,) ¢
Rn

+ lim | f'(p,)-0"Vp- ¢

Rn
— lim f B'(p)-oVp, -
n—oo Rn
So we need to check the behavior of these three limits:

* The first integral fRn(ﬂ’(p) —/3’(pn)) . (G*Vp + oZVpn) - (p converges to zero by
Lemma 2.11 as 3'(p)—B’(p,,) goes to zero in measure and as 0 Vp,, is bounded
in L* (because its weakly convergent in L and we integrate on the compact
support of ¢

* The second integral f]R" B'(p,) - c*Vp - ¢ goes to f]R" B’'(p)-c*Vp - ¢ by Lemma
2.10

* The third integral fRn B'(p)-o*Vp,- ¢ goes to fRn B’'(p)- o*Vp - ¢ by the weak
convergence of the o> Vp,

So the sum converges to O, this was to show.
Step B: We have
lim fRn B'(p) - div(c ) — B'(p,) - div(o, )
= lim fRn (B'(P)—B'(pn) - (div(o ) + div(op))

— lim | p'(p)div(o,¢)

Rn
+ lim f B'(p,)div(c¢)
n—oo Rn
Again, we check the three integrals:

* The first integral fRn (B'(p)—P'(p,) - (div(o,p)+div(cp)) goes to zero by
Lemma 2.10

* The second integral fRn B’(p)div(o,¢) goes to fRn B’(p)div(o¢) by the strong
convergence of Vo, to Vo in L2
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3 The Fokker-Planck equation

* The third integral fRn B'(p,) div(c ) goes to fRn B’'(p)div(cy) by Lemma 2.10

So also here the sum goes to 0 and the proof is finished. O

3.2 Existence of solutions

Theorem 3.7. Let there be b, o as in Theorem 3.2. Then, for any p, € L2 N L*°, there
exists a solution of

1
atp+ai(Pbi)—§ai(O'ikUjk8jp):0 4)
in the space

X, = {p e L([0,T],12NL>®),o*vp € L*([0, T],LZ)}

(see [5] p. 20 and p. 24 for the idea of the proof). The strategy is, to consider a
regularized version of (4) (by approximating b and o by smooth functions) and to
show that the solutions of the smoothed PDE converge weakly. Then we show that
the weak limit solves the actual PDE.

At first, we need to derive the a-priori-estimates of the following lemma. We assume
b,o and p, to be smooth. Then, according according to [11], Theorem 2 a solution
exists, even smooth in space and continuously differentiable in time. For this solution
we get some estimates:

Lemma 3.8. Let there be b, o and p, as in 3.2 and additionally smooth and let p be the
solution of (4). Then we have constants C,, C, and Cs, depending only on b and p,, such
that for all t (uniformly)

lp(llee < C (5)
lp(Oll; < C, (©)
||U*vp||L2([O,T],L2) <G (7)

Proof. So assume p to be a solution (continously differentiable in time and smooth in
space) of (4) with p|,_, = p, and p, € L*> N L°° also smooth by [11].
We start with the L°°-bound of p. Lets define ¢ : R — R by

0,¢(t) = sup[ divb(t,x)] -p(t)+¢
X€ER

with € > 0 and ¢(0) = ||pylles + € - Then, by [4, p. 53], ¢ exists and is bounded on
[0, T].

We show that p(t,x) < ¢(t) for all t,x by contradiction. Then, this is enough to
show (5), as ¢ is bounded on [0, T']. So lets assume the existence of x,, t, such that
p(ty, xo) = ¢(ty). Let t, be the minimal ¢t under this assumption (¢ is a monotonously
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3 The Fokker-Planck equation

increasing continuous function and at t = 0 we have p(x,0) < ¢(0), so such a minimal
t, is well defined), so, as p is continuous we especially get

p(to, xo) = p(to)

Now we claim that x, is a global maximum in space of p: If there was a x; with
p(to,x1) > p(ty,x,), we would take the function t — p(t,x;) — ¢(t). This function
is negative in 0 and strictly positive in t,, so it has to have a zero-value less than ¢,.
This is a contradiction to the minimality of t,, so x, is a maximum. We have, that

0,p(to,Xxo) —0,p(ty) =0 €))

because t, is by definition the smallest zero of p — ¢, and as p(0) — ¢(0) < O by
definition, the derivative has to by nonnegative in t,.

Now we go back to the differential equation (4) and split up the derivatives with the
product rule:

) 1 1
o,p+(vp)-b+pdivb— Eai(o-iko-jk)ajp) — Eaiko'jkaiajp =0

Lets consider this equation in (t,,x,). As X, is a maximum in space, we have, that
vp(ty, xo) = 0, and, that the Hessematrix is negative definit in x,, so we have

00 x9:0;p(x0, t5) < 0
So we have
. 1
0,p(toy, xo) + div(b(ty, x0)) - p(te, Xo) = Eo'ikajkaiajp(to,xo) <0
This leads to:

3,p(to, xo) < —div(b(t, x0)) - p(to, Xo)
Additionally ¢ is always nonnegative (by the defining ODE, the derivative and the
initial value is nonnegative), so by p(t,,x,) = ¢(t,) also p(t,,x,) is nonnegative.
This is important in the following estimate:
0,p(to, x¢) < —div(b(ty, x0)) - p(tg, x) < Suﬂlg[diVb(toj x)]_p(to; Xo)
xXe
= sup[ divb(to, X) ] ¢(to) = G,9(to) —¢
xXe

This is a contradiction to (8). For a lower bound lets take —p, which also solves (4)
(with the sign-flipped initial data) and for which we have established an upper bound.

For the L2-bound we may multiply (4) with p and integrate in space over some R".
We assume that all integrals exist and are finite, which will be justified later:

1
J patp+J pai(pbi)—J 5(5‘i(0ik01k3jp))p=0
R R Rn
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3 The Fokker-Planck equation

Now pd,p = Bt%z, and p is continously differentiable in time, so we may change

integration and differentiation in the first integral:
1 ) 1
Eat pt Pai(Pbi)_E (ai(aikajkajp))p =0 9
Rn Rn Rn

In the second integral we integrate by parts two times:

p’ p’
J Pai(Pbi):_J al-ppbiz—J 0i—b;= —divb
Rn Rn Rn 2 Rn 2

Multiplying with 2 and another integration by parts in the last term in (9) leads to

atf p> +J p*divb + f (040 x3;p)op =0
Rn Rn Rn

In the last term we have (0;,0;,.9,p)3,p = |o*Vp|*:

atJ p2+J pzdivb+J lo*vpl>=0 (10)
Rn Rn Rn

One of the regularity assumptions of 3.2 is, that [divb]™ € L([0, T], Llloc(]R")), so let
there be a function C € L!([0, T]) such that [divb]™ < C(t). Since fRn lo*vp|? > 0,

(10) leads to
8tJ pz < C(t)J pz
Rﬂ Rﬂ

Now we can apply Gronwalls inequality in differential form [9, p. 711], which leads
to

Ip(O)II5 < el “OhIpg|3 = Cyllpoll3 (1D

with C, = ellOIT 5o (6) is proven.
We want to get an analog bound for the L2-Norm of t — ||o*(, t)Vp(-, t)||, (in fact
the squared L?-Norm) using (10) :

T T
J IIG*Vpllidt=J f lo*(x, t)Vp(x, £)]* dx dt
0 0 Rn

T
:f (—@J pzdx—J pzdivbdx)dt
0 Rn Rn

T
=—f p(x,T)zdx+||po||§—f J p*divbdxdt
Rn 0 R~

T
SJ ||[diVb(t)]_”ooJ p*dxdt +Ipoll3
0 Rn
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3 The Fokker-Planck equation

We can use the L?-estimate (11) and get

T

T
J IIG*VpllﬁdtSJ ITdiv b(£)] oo Cyl1Poll3 dt + llpoll3
0 0

T
< C1||p0||§f ITdivb(6)] leo dt + Ipoll;
0

< CylIpo |12 - ITdiv BT oo ly + llpol2
< GylIpolI2 (12)

with C, = C,

||[divb(-)]_||ooH1 + 1. Here “”[divb(-)]_”m“1 is finite because the

components of b are assumed to be in Ll([O, T], L°°(]R")). So also (7) is proven and
the proof is finished. O]

Now we are able to prove Theorem 3.7:

Proof of Theorem 3.7. Lets take convolution kernels in space and time p, and define
b,=p.xb,0,=p,*x0 and p,, = p, * po- To convolute in time, we need to define b
and o on [—¢, T + €] by reflecting on the interval bound, so for 0 < T < € we extend
b by b(—7) = b(7) and b(T + 7) = b(T — 7). o is extended analogously.

Then a solution to the according smooth problem exists according to [11], Theorem
2, let it be assigned with p,. This solution exists even smooth in space and continuously
differentiable in time, so the a-priori-estimates (5), (6) and (7) hold for p,. Additionally,
by the properties of the convolution, we know that the norms of divb, and p,, are
lower or equal then the correspondent non-smoothed ones, so there are uniform
constants in the a-priori-estimates (this can be easily checked by going through the
proof of Lemma 3.8 and verifying, that the constants only depend on the norms of
divb and p,).

So we have a bounded sequence p, in LZ([O, T]x R”). By picking a subsequence we
get a weak convergent subsequence, and, as ||o Vp,|| is also bounded, we can take a
weak convergent subsubsequence (but a priori it is not clear that it converges to c*Vp
1), which we call without loss of generality again p,, so we have functions p and u such
that

P —PD
o.Vp, —u

For a test function ¢ € C>°([0,T) x R"), we have

T T T T
f f uso=limf J OQVpscp=—limJ J pg-V(agw):—f J p-V(iocy)
0 JRrn &0 Jo  Jgn e=0 Jo  Jgn 0 JRn

with the last equality by the weak convergence of p, and, the strong convergence of
V(o,¢) and Lemma 2.7. So u = o' Vp in the distributional sense of Remark 3.3.
So we need to show that p is a weak solution of (4). This is done by taking the

24



3 The Fokker-Planck equation

weak formulation with the smoothed terms and checking the convergence to the
corresponding terms. We have

T
J f pgatsoddeJ Po:¢(0,-)dx =
0 Rn R

T T
—f J pg<b8,w)dxdt+lj f (0%Vp,,0ivp)dxdp
0 JRm 2 0 JRn

for any test function ¢ € C°([0, T) x R"). Now we need to check the convergence of
these integrals:

* The first integral fOT f e PeOrp dx dt goesto fOT f we POrp dx dt by the weak convergence

of p,

* The second integral fRn Po: (0, ) dx goes to fRn Po (0, ) dx by the strong convergence

of py. to p, (which implies weak convergence).

* The third integral foT fRn p.(b,, V) dx dt goes to fOT fRn p(b, V) dx dt by Lemma
2.7 with (b,, V) strong convergent and p, weak convergent

* The last integral fOT fRn(o:Vpg,a:Vgo) dx dp goes to fOT fRn(o*Vp,a*Vgo) dxdp
also by Lemma 2.7, because oVp, converges weakly to o*p (recalling the

definition of o*p above in the distributional sense) and o} V¢ is strong convergent
in L? to 0*V

So all integrals converge to the corresponding terms in p, p,, b and o, so p is in fact a
solution of (4). O

3.3 Uniqueness of solutions
3.3.1 The technique of renormalized solutions
To get a suitable definition of a renormalized solution, we need to calculate at first

only formally, taking no account of any regularity or the difference between weak and
strong solutions. We start with (3), but of course inserting 3(p) instead of p with
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3 The Fokker-Planck equation

f : R — R and assuming that p solves (3)
8,B() + 8P (PIb) — 38(00,2H(p))

= B'(p)- up + B'0)pb, + B()div(D) — 50040 P)op)

= B'(0)- b + B/ ()b, + () div(b) — 2B/ ()00 10— 5040 1 p " (Pap
= 8'0) (@ + Apbi— 38(0u00p) ) + (P div(H) Eﬂ"(p)oikajkajpaip

= ') (@ + Apbi + pdivh = 38(0400p) | B (PIpdiv(h) + B(p)iv(d)

=0by (3)

— 2B (Pl vl
= (Bp)—pP' () div(b) — 2" (" vp

So the following is a natural definition of a renormalized solution, of course now again
understood distributionally:

Definition 3.9. A solution of (3) is called a renormalized solution, if, for all € C*(R),
the following equation holds (in the distributional sense as in definition 3.1)

2B(p)+8.(B(PID)— 5200 12,5(p)) — () —p'(2)) div(b)+ 2" (" vp’
=0

Remark 3.10. The distribution in definition 3.9 (and of course also the distribution
in definition 3.1) can also be tested with a test function only in space ¢, € C>°(R") to
get a distribution u,, on [0, T], seen as a functional on C;°([0, T ]). Formally, we take
¢; € C;°([0,T]) and g, € C>°(R") and test definition 3.9 with ¢ (x, t) = ¢, (t)p,(x):

T T
u¢2(¢1):_f ﬁ(P)szatS%_f f B(p)b;3:ps04
0 Jrn 0 Jrn
+%J J 901<O'*V902: O'*V/j(P»

0 Jre

T
+J J (—ﬁ(p)diV(b)+p/5’(p)diV(b)+%ﬁ”(p)IG*VPIZ)%%
0 Rn

=0

In this distributional sense, we also write di fR (p)c,o2 (pq) = fo fRn B(p)v,0, ¢,
for the first integral, as a distribution on [0, T].
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3 The Fokker-Planck equation

3.3.2 Proof of uniqueness under the renormalization assumption

Theorem 3.11. If any weak solution of the Fokker-Planck-equation (3) is also a renormalized
solution, the uniqueness in Theorem 3.2 holds.

Proof. ([14], p. 8): As we consider a linear equation, its enough to prove, that p, =0
implies p(t) = O for almost every t.

We choose f(s) = s2, so we have 3” = 2 and 3(p) — pfB’(p) = —p?, so definition 3.9
together with Lemma 3.6 leads to

3,(p*) + 8,(p*b;) — 8,(0 40 jxpd;p) + p* div(b) = —|o*Vp[* < 0 (13)

Of course, the < is meant in the sense, that testing with a nonnegative function leads
to a nonnegative result.
As mentioned in 3.10 it is possible to test with a test function in C>°(R") to get a
distribution on [0, T]. We choose especially a function ¢ with R > 0, defined by
a nonnegative function ¢ € C.(R",[0,1]) satisfying ¢|z(1) = 1 and spt(yp) C B(2).
Then let ¢y be the stretched version of ¢ by the parameter R, so
x

pr(x)=¢ (E)
So we have Vp(x) = 1p(%).
Testing with this function in (13) leads to

d .
I pzsoR—f p2<b,wR>+f p(o*wR,o*VPHJ p*prdiv(b) <0
Rn R Rn Rn
So:
d 2 2 * * 2 .
| Pers| P (b,Vver)— | p(o"Vep,0*Vp)— | p?prdiv(b) (14)
Rn Rn ]Rn Rn

(14) is an inequality of distributions on [0, T], but the three integrals on the right
hand side exist also in a classical sense, so we can try to estimate them. In the first

one we have:
1 . 1
=f pAb, Ve ()] < ||v<p||oof pRIbl
{R<|x|<2R} {R<|x|<2R}

f p2<b3 V(PR>
Rn

Now we have |x| < 2R, so we can estimate with a generic constant C for R big enough:

|b|
f p*(b, Vip) SCIIWIIOOJ p21
R" {x>R} +|X|

n
Next we use, that 1+|x| € (Ll([O,T],L1 + LOO(R”))) by assumption, so let there

be vector fields by, b, such that b = b, + b, and {2 € L'([0, T],LY(R"), 112 €

Ll([O, T], LW(R”)). So, taking ||V ||, into the generic constant, we get

|b,(t)] [b,y(t)]
2(b,v <C 2 +C t, ) —= 15
pr< or) JM}( PIE J{XER}p( FIEE a9
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3 The Fokker-Planck equation

We want to use dominated convergence for R — 00, so we need dominating integrable
functions for both integrals, seen as functions of t:

|b, (1)
CJ lel— < Clip*(t, oo
(x>R} + x|

by(t)
1+x

1

Asp € L*°([0, T], L°), the first norm is finite and the last one is an integrable function
of t by definition of b;.
Next we have

b,(t b,(t
Cf LY NSCH 10
(xR} 1+ |x| 1+ |x|

b,(t) 9
p(t, ) < cH—H Ip(e, )l
‘oof{sz} 1+ |x|lleo 2

Asp e L°°([0, T], LZ), we also have a dominating function. So we can use dominated
convergence in (15), and as all terms on the right hand side go to O for almost every
fixed t at R — 0o, we conclude

T
R—o0 0 Rn

Next, we estimate f w P{07V g, 0*Vp) with the same estimate for 2

=0 (16)

* * * 1
p{0" VR, 0" Vp)| < Ipl-lo Vpl-}—{llvwlloolﬂl
Rn {R<|x|<2R}
. o]
< ClVelleo Ip| - lo*vpl- T+ x|
{IxI>R} X
Again by assumption, we split o in o = 0, + 0,, with
lo| 2 2
— 1 e10,T], LA(R"
o € L0, TLI®Y)
92 ¢ p2(10, 1,1 &")
1+ |x|
So we have:
f p(0* Vg, 0*Vp) SCJ Ipl-lo*vp|- == +C pl-lo*vpl- =
R (Ix|=R) + Ix| {Ix|>R) + x|
(17)
Now, as above, we estimate both terms:
; o4
cJ pl- 10" 9pl -
{Ix>R} + [x]
. o4 | . loy (8]
< Clplloo lo*Vp|- ———= < Clipllaolo™ (D) V(|| —
(xR} 1+ x| 1+ x| ||,
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3 The Fokker-Planck equation

o1 (0]

2 .
T+ ||, are L=-functions by

2
assumption, so the product is a L!-function and thus we have found a dominating

function.
Next we estimate the second term:

As functions of t, both t — |[c*(t)Vp(t)|, and t —

|| o, (0)l
CJ Ipl-IG*Vpl-HT <¢C 1i| | p|-lo*vpl
{Ix>R) X XHleo Jg1xizr)

o, (o)l \

<C| = Ip(®)llzllo* () p(Oll,
T+ x|,
o, (o)l .

=¢ 1-|2-|x| Oo||p||L°°([0,T],L2(R"))||O (O)vp(O)ll;

loa ()] 2 .
T || are L“-functions

by assumption and ||p||ce((o,r712(rn)) iS @ constant, so we have found a dominating
function.

So we can use the dominated convergence theorem in (17) and again we have pointwise
convergence to 0, so we have:

T
lim f
R— o0
0

At last we have to estimate the last integral of the right hand side of (14):

Again, as functions of t, both t — ||o*(t)Vp(t)||, and t —

f p(U*WR,a*Vp)' =0 (18)
Rn

—f PZSORdiV(b)SII[diV(b)]_lloof P*¢r (19)
Rn

Rn

Now we are able to estimate (14). To simplify notation, we define:
Ag(t) = J p*()(b(t), Vo) —f p(t){o*()V R, o*(t)Vp(t))
Rn Rn
Thus, (16) and (18) lead to
T
Rlim J |Ag(t)|dt =0 (20)
0

So, testing (14) with a nonnegative test function 1 in time, and using (19) we get

T
—f f p(x, t)*pp(x)y’(t)dx dt
0 Rn

SJ AR(t)%b(t)dHJ ”[div(b(t))]_”ooJ p2(x, )pr(x) dxap(t) dt
0 0

Rn

Now we use the distributional form of Gronwalls Lemma (Lemma 2.17) with
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3 The Fokker-Planck equation

© F(0) = [4.p(x, t)*@p(x) dx
* g(6) = Ildiv(b(t)] Ileo
* h(t) =Ag(t)
The assumptions of Lemma 2.17 are all obviously fulfilled except the continuity of f.

But also this holds as f is a Sobolev-function in one dimension and hence continuous.
Thus we have

J p(x, t)*pp(x)dx < exp U I[div(b(r))] Moo dr)J |Ar(s)[ ds
R" 0 0

Here we take the limit R — 0o. On the right hand side we use (20) and that

So the integral exists as [div(b)]™ € Ll([O, T], LW(R”)) and the right hand side goes
to 0.

On the left hand side we use the monotone convergence theorem as ¢y is converging
monotone against the constant function with value 1 and p? is nonnegative, so we get:

[div(b(r))]_Hoo dr) < exp(“[div(b)]_”l)

J p(x,t)*dx <0
Rn

for almost every t, so p = 0 almost everywhere. This was to show. O

3.3.3 Commutators and the commutator estimate of DiPerna and Lions

The proof of the renormalization assumption will regularize the renormalized Fokker-
Planck equation to approximate the renormalized Fokker-Planck equation up to some
error terms which will converge to zero. For this aim, we have to regularize the
standard-Fokker-Planck equation at first, as the error terms arising here will also arise
in the regularized renormalized Fokker-Planck equation.

So lets take even convolution kernels p with support in B;(0) and define p, = p, *p.
Then, we are interested in the term

1
0,p. + 9i(p:b;) — Eai(o-iko-jkajpe) (21)

Therefore we regularize (3) in the spatial variables, as explained in Section 2.3, especially
in the lemmata 2.15 and 2.16, so we get:

1
9(ps*p)+p.*,(pb;) — Epe * 0,(040;.9;p) =0 (22)
For the following calculations we define commutators:
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3 The Fokker-Planck equation

Definition 3.12. For a differential operator or a function ¢ we define

[psac](f) :Ps*(cf)_C(Ps *f)

Remark 3.13. Note that these commutators are in general only distributions, as cf
does not need to be defined as a function if f is for example only in a L?-space. See
section 2.3 for the details of the mollifications of distributions.

So we analyse the terms of (22) trying to get terms of (21):

pe* 0i(pb;) = p, x (div(b)p) + p, * (b;0,p)
= p, * (div(b)p) — div(b)p, + p. * (b;0,p) — b;0;p. + J,(b;p,)
= [p,,div(b)](p) + [p., b;3;1(p) + &;(b;p,)
=:Qq, tQy. +0,(b;p,)

Next we have

Pe % (040 30;p) = p. % ((8:03)0 49;p + 043,(0 49;p))

=[P, 8,041(00p) + (3:0:)p. * (048p) + [po, 048 1(048p) + 08 (. # (048,p))
=[pe, 0,0y l(039p) + [p., 0810 0p) + 0, (o pe s (ijajp))

=S, +T,+0 (O'ikpe * (Ujkajp))

We further analyse the term oy - p, * (0;.0;p) by defining R, . = [p,, 0 ;x3;1(p):
OipPe *(030;p) = 0 yRy . + 030 3.0;p,
So, (22) leads to:
1 1

atps + 8i(psbi) - Eai(o-iko-jkajpa) = _Ql,s _QZ,S + E(ai(o-ikRk,g) + Ss + Ts) (23)
with the above defined error terms:

* Ql,e = [pgs le(b)](P) = Pk (le(b)p) —le(b)pg

* Q2,£ = [paz blal](p) = Pg* (blglp) - biaips

* Ry, = [oe Ujkaj](p) =P * (Ujkajp)—ajkajpe

S, =[pe aio'ik](ajkajp) =P * ((aiaik)ajkajp) —(Giou) - pe * ijajp
* T.=[p. Uikai](gjkajp) =P * ((Gikai)o'jkajp) — 00 (pe * ajkajp)

Later, in the proof of the renormalization assumption (Theorem 3.20), we will need
the behavior of the error terms at £ ™\, 0. The term Q, is difficult in the BV setting,
but the other terms can be dealt with a commutator estimate from the Di-Perna-Lions
Theory:
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3 The Fokker-Planck equation

Lemma 3.14. For 1 < r,a,r,a; < 00 we define 3 and 3, by% = %+% and % = %+ail
Let c, f and g be in the following spaces:

o ce(L([0, T], WL (R™Y))"

loc

« feLm([0,T], L] (RM)

« gL ([0,T],LE (RY)

loc

Then the following commutators converge at € — 0

[perc:81(f) = 0in LP ([0, T1, L] (R™)) (24)
[p.,g)(f) = 0in LP ([0, T], L] (R™)) (25)

Proof. (see [7][Theorem II.1]) The proof is done in five steps. In the first three steps
we prove (24), but only time independent, in the fourth step we include the time
dependency and in the last step we show how to prove (25). Also mind the following
Remark 3.15 for the case when r =r; = co.

Step 1: An estimate
As said, we fix the time dependency in the fourth step, so we consider ¢ € Wl})’ca(R”)"
and f € L; (R") and show [p,,c;3;](f) — 0 in LF (R™)

loc

[0e, i3 1(f)(x) = (c;0.f ) * p(x) — c;(x);(f * p)(x)
=(¢;0if ) * pe(x) —c;(x)(f * F;p.)(x)

=f ci(y)aif(y)pg(x—y)dy—J ¢;(x)f (¥)0p:(x—y)dy

= J —0,c;(V)f Ve x—y)+c;(¥)f (¥)3p(x—y)
R
—¢i(x)f (¥)3p.(x—y)dy

=—(fdive) xp.(x) + f FOei(y) =) (x —y)dy
Rn

The first term goes to —f divc in L{i (R"), so we consider the second one. In the

following step, we will take the LP-norm on a ball Bz, as we want to show convergence

in L{i (R"). C will denote various constants, changing from line to line and independent
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3 The Fokker-Planck equation

of ¢, f,c, only depending on the convolution kernel p and R:

p
f f(y)(ci(y)_ci(x))aipe(x_.y) dy
Rn LA(Bg)
r B
=f ) FO(e(y)—a())dipe(x — y)dy| dx
R r‘ ﬂ
=f FO(ec(y)—ci(x))0p.(x — y)dy| dx
By |JB.(x)
([ s (el )—c-(x))( ) (X_y))d ﬁdx
Bg | B.(x) PR l e " € g
B
_ i ci(y) —ci(x) x—yy\ 1
= J o’ (y)(f)afp(T)g—Ndy dx
B
( —cC.
:f f(x+ez)(ci(x+gz) Cl("))aip (2)dz| dx
By |J B1(0) €

Next we use that J;p is bounded, so we can estimate it by C. In the following estimate

we use Holder with the pair of Holder-conjugate exponents % and % and Jensens

inequality to pull a # into the integrals, maybe by changing the constant C:

J flx+ez)
B,(0)
8

B
r . r , e #
<C (f If (x + €2)|? dz) (J (Icl(x+gz) cl(x)l)ﬁ dz) i
J By \\JB;(0) B1(0) €

B
a

B
[ v ‘ —c a
<C (J |f(X+EZ)|r dZ) (J (lcl(X+€Z) Cl(x)l) dz) dx
JBg \JB,(0) B,(0) €

Next we use again Holder with the pair of Holder-conjugate exponents % and %, but
this time in the x-integral:

B B
S C(J f |f(x+8z)|r dZdX) (J J (lcl(x+82)_cl(x)|) dzdx)
Bg J B1(0) Bg J B1(0) €

By Lemma 2.20 we know, that the first integral is estimated by || f ||rr(BR oy thus we can

p B

<C

(ci(x+8z)—ci(x))dz dx (26)

J By
2
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3 The Fokker-Planck equation

1
take both sides ? to get:

J fa(y)=c(x)) dp.(x —y)dy

LP(Bg)

lc;(x + e2) — c;(x)\* ‘
< C||f||Lr(BR+1) (J f ( c ) dz dx
Bg J B1(0)

So we estimate the integral using Fubini and the estimate of the L*-norm of difference
quotients against the L*-norm of the gradient ([9], p. 277):

JJ |c(x+ez)—c(x)| drdy — f lzlaJ |c-(x+sz)—ci(x)|) de da
By J B,(0) € B,(0) elz

f Bl lvellt.y,  ds
B1(0)

< CHVCHZO‘(BR-H)

So we get

< C”f||Lr(BR+1)||VC||L“(BR+1+C) (27)
LA(Bg)

J f(}’)(ci(J’)_Ci(x))aipg(x_}’)d}’

Step 2: Reducing the problem to smooth f and ¢
We want to show

J FO(e() = ci(x))dip.(x —y)dy — f dive

in LP(Bg) as functions of x. Here we show that it is enough to show this for smooth f
and c. So lets take f and ¢ smooth with ||f — f]|, < &, and ||E—c||W11,a < ¢,. Then we
have "

f F (i) —ci(x))ap.(x —y)dy — f dive
.

r

LP(BR)

<

FON(E()—&(x))3p.(x —y)dy — f dive

JRre LP(BR)

+ f fN(J’)(Ci(}’)_Ei()’)+Ci(x)_5i(x))aipg(x_J’)d)’
Rn

LP(BR)

+ f (FON=FO) () —ci(x))3p.(x — y)dy

LP(Bg)

+ J fdive— f divé
RH

LP(Bg)

But the error terms (the last three integrals) can be estimated by (27), in the order of
the terms by
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3 The Fokker-Planck equation

* C”f”Lr(BRH)”V(C_5)||La(BR+HC) < C“f”Lr(BRH)SZ

¢ C”f _f||Lr(BR+1)||vc||La(BR+1+C) = CSlllvcllLu(BR+1+C)

 and the last one, by easy arguments by
C max(||f ||Lr(BR+1)» ”VC”La(BRH%)) max(e;, €;).

So all terms are controlled by €, or &,, so it is enough to show the convergence of the
first integral to 0, which is the same as assuming ¢ and f to be smooth for the rest of
the proof.

Step 3: Solving the time-independent problem
So now we only have to show

J FO(e(y)—ci(x))ap.(x —y)dy — f dive
.

in LA(Bg) as functions of x for smooth f and c. At first we want to replace f(y) by
f(x), so we use the smoothness of f and c to control

f (f(.)’)_f(x))(ci(.)’)_Ci(x))aipg(x—J’)d}’
Rn

< IIVfIIOOIIVCIIOOJ

Rn

x—y*8,p.(x—y)dy < CIIVfIIOOIIVCIIOOJ e?0,p.(x—y)dy

Rn

As f we OiPe € ﬁ(%) the term converges to 0, so we can ignore it.
So now we have to estimate

f(x) J (i) —ci(x))3p.(x —y)dy

We have:
dci(x)
dx

ac.
D= x)+ 0l —xp = 20

¢(y)—ci(x)= (yj_xj)+0(82)

As f ]1: oip, € ﬁ(%) we can again ignore the g%-term in the following calculation:

de.
f(x)f (a0 —a(x)apx—y)dy = £ (x) f )y~ x)p. 0= ) dy
R" Rn Xj
Substituting z = x — y leads to
—f(x)acl’(’”J 5,80.(2) dz
axi R"

A integration by parts leads to

J Zjaipe(z)d.y:_J 31(21)135(2)‘12:_51'1
Rn Rn
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3 The Fokker-Planck equation

So we get

aci(x)
ax;

J

f(x) 5ij = f(x)dive(x)

Step 4: Including the time-dependency
In the first three steps we have shown [p,,c;3;](f)(t) = 0in L
t. Now we want to show
T
L

As we have convergence against 0 pointwise almost everywhere, we want to use the
dominated convergence theorem, so we need a dominating function. But the estimate
(27) of Step 1 leads exactly to

B

loc

(R™) for almost every

B
-0
P (rm)

(PRI GI0

|Teerciadn], . (0= CILE g (OIVEI:

B
P ®
As ||f|l,- € L"([0,T]) and ||Vc||. € L*([0,T]) and % = %+ ail, this is in fact an
integrable function.

Step 5: The second commutator (25)
Here we can argue more directly:

[0, 81(f)=(gf)*p.—g(fe)

As gf isin L{ZC(R”), by the properties of the mollification we know, that the first term
B

goes to gf in L. (R"). So does the second term, as the following calculation leads to
(using Holder with the pair % and %):

||gf_gfe||L/3(BR) < ||g||La(BR)||f_fs”Lr(BR)

which goes also to 0 by basic properties of the mollification. The time dependency is
included analog with the dominating function 2[|f |l;; @n)llgllze & O

Remark 3.15. We proved Lemma 3.14 only for all exponents < oo. The lemma is
also valid for exponents being ©o, and the proof can be easily adapted. As we only
use it for r = r; = 00, we only consider this case in detail (so a = 8 and a; = ;).
The proof for a = = 1 can also be found in a slightly different form in [6], Lemma
2.2.

Again we do at first the time-independent case and include the time-dependency later.
With the same steps as in Step 1 of the Lemma 3.14 we need to show

)

B
gp(z)dz+ f(x)dive(x)| dx —0

f(x+ez)
B4(0)

(ci(x + &%) —cl-(x))
€
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3 The Fokker-Planck equation

The different sign compared to the calculations above is from the transformation from
y to z in the derivative of p. Above there was no difference because we only considered
absolute values.

Now we use dominated convergence: f and p are bounded, and the sequence of
difference quotients of ¢ converges in LP(Bg) to d,c; (see [13], p.182, theorem 9.1.1
for the whole space, this can be easily adapted to By as the proof works just by
an approximation with smooth functions), thus we can find an almost everywhere
convergent subsequence. f(x + €z) is the translation, and it is well known, that the
translation converges in LP, so we can extract a subsequence converging pointwise
almost everywhere to f (so formally we use the fact, that a sequence converges if we
can extract a subsequence of every given subsequence converging to the same limit).
So we use dominated convergence and get

)

B

f(x)0,c;(x)dp (2)dz + f(x)dive(x)| dx

B1(0)
JBR

As before we have B,(0) % o;,p(2)dz = —06;;, so the above term is O.

Including the time-dependency can be done with exactly the same argument as in Step
4.
So only the second commutator (25) has to be done in the case r; = r = 00o:

J |[ng](f)(x)|ﬁdxzj
Bg 5

B
<N W, f

=1 s, f |g00) — g.(x)|" dx
Br

B

f(x)ajci(x)f z;0,0(z)dz + f(x)divc(x)| dx
B

1(0)

ij>

B
dx

J (g(x)—gM)f ()p(x—y)dy
B.(x)

B
dx

f (g(x)—g))p.(x—y)dy
B.(x)

R

This converges to zero as ¢ — 0 by basic properties of the mollification. The time
dependency is again included analogously.

With Lemma 3.14 we can control the error terms in (23) except Qy.:

Lemma 3.16. As ¢ — O theterms Q, ,,S,, T, converge strongly to O in L' ([0, T, Llloc(R”)),
the term R, converges to 0 even in L*([0,T],L2 (R")).

Proof. Thisisjust a trivial consequence of Lemma 3.14 with the regularity assumptions:

* ForQ,.=[p,,div(b)](p) we use the second limit (25) witha; =a =, = =1
andr; =r =00
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3 The Fokker-Planck equation

* For S, = [p,,3,0.4](0;x9;p) we use the second limit (25) with a; = a =r; =
r=2and B, =p=1

* For T, = [p,,04x3;](0;.0;p) we use the first limit (24) witha; =a=r; =r=2
and B, =8=1

* For Ry, = [p.,0x9;](p) we use the first limit (24) witha; =a =, = =2
andr; =r =00

O

Lemma 3.17. WehaveR, , € L*([0,T], Wkl)’c2 (R™)), so it has first order Sobolev regularity
with respect to the spatial variables.

Proof. (see [14], Remark 2.2 for a more general version) We have

"
Ry (x) = ) p:(x—=y)o;(¥)o;p(y) — 0 (x)0;p.(x —y)p(y)dy
]Rn

-
= | Gip(x—y)ou(¥)p(y)—p(x—y)00u(¥)p(y)

JRn
— 0 (x)p.(x —y)p(y)dy

-
=| 9p.Lx=y)(ox(y)—op(x)p(Y)dy = ((p- ) * p.) (x)

JRn

These expressions are all well defined functions, so it is in fact well defined to consider
Ry as a function and not only as a distribution. The term (p - ;0 ;) * p, is smooth,
so we check the regularity of the integral:

f ajpe(x -y) (ij(y) - O'jk(x))P(J’)dJ’ = ((P(Tjk) * ajpe) (x)— Ujk(x) "D * ajpg(x)
Rn

(po ) * 9;p, and p x J;p, are again smooth, so as o € (Lz([o’ T]’Wl’z(Rn)))nxm -

loc

Sobolev regularity in space also R, € Lz([O, T], Wl’z(R”)). O

loc

For simplification of notation we denote
1
Ue = _Ql,s + E(Se + Ta)
So we have U, — 0 in L! ([O, T],LL (R”)) and (23) becomes

> “loc

1 1
o,p. + 3i(p.b;) — Eai(o-iko-jkajps) =U,—Q,, + Eai(o-ikRk,e) (28)
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3 The Fokker-Planck equation

3.3.4 The commutator estimate of Ambrosio

For this proof we will need another commutator estimate to deal with Q, .. Therefore
we define M, by D°b, = M,|D°b,|

Theorem 3.18. For a n x n-Matrix M and p € C>°(R") we define

A(M,p)=f

I(p) =f |z| - [Vp(2)|dz
R"

dz

<Mz, Vp(z)>

Then for any compact K € (0, T) x R" we get

limsgpf IQz,gldxdtSIIplloof A(M,(x), p)d|D*b|(t, x) + [Iplloo(n + I(0))|Db|(K)
£ K K
(29)

and

1im5upf Qzcldx dt < |IplleoI(p)ID*b](K) (30)
K

£—0

Remark 3.19. D°b is a measure on K in the following way: Defining A, = {x € R" :
(x,t) € A} for A C K we have

D*b(A) =f Db, (A,)dt
0

This is in fact well defined as b € (Ll([O, T],BVIOC(R”)))H. Db is defined analogously.

Proof of Theorem 3.18. ([2], Theorem 3.2) At first we derive an identity for Q, .. Mind,
that the distribution b;d;p is defined as following (for a test function ¢ and as usual
ignoring the time-dependency):

b;dp(¢) = —f

R

pb;d.p —f pdivby
n Rn

With this and the definitions of the mollification of distributions of section 2.3 and the
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3 The Fokker-Planck equation

evenness of p in mind we do the following calculation:

Q,(¢) =[p., b3 1(P)(¥)
= p. *(b;0p)(¢) — b;0p.(¢) = b;0ip(p. * ) — b;Oip.(¢)
= —J bi(x)p(x)3;(p, * ¢)(x) + p(x)divb(x)p, * ¢ (x)
+ bi;)aipE(X)(p(X)dx
= JRn J;n bi(x)p(x)p.(x = ¥)e(y) + p(x)divb(x)p.(x — y)e(y)
+bi(x)9p.(x — y)p(y)p(x)dy dx
= JRn J;n —bi(¥)p(¥)op.(x —y)p(x) + p(y)divb(y)p.(x —y)p(x)

+ b;(x)3,p.(x — y)p(¥)p(x)dy dx

=f J p((b:(y)— b;i(x))8:p.(x — y)p(x)dy dx

—f J p(y)divb(y)p.(x —y)e(x)dy dx
& Jme

=J J p()(b:(y)— b;i(x))8:p.(x — y)p(x)dy dx — pdivh * p, ()
wr J

In the fifth = we switched x and y in the first two integrals and used the evenness
of p (and hence the in-evenness of J;p). So Q,_ is in fact represented by a function.
Changing variables y = x — ez leads to:

(b(x —ez)— b(x))
€

Q, . (x) =J p(x —e2) Vp(z)dz—pdivb *p, (3D
RH

So now we consider lim sup f « Q2| dx dt using the decomposition of the difference
e—0

quotient of the BV-function b of Lemma 2.5 into bi and bg (by slightly relabeling
bl(t,x,2) = (b,);(—2)(x) and analog with b?(t, x,2)) and defining p,(t, x,2) = p(t, x—
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3 The Fokker-Planck equation

¢z) (from now on we also keep again track of the time-dependency)

lim supf |Q, | dx dt
K

e—0

=limsupf J pe(b} + b)) Vp(z)dz —p(t,x)divb(t,x)*p,|dxdt
e—0 K n
SlimsupJ J p.blvp(z)dz —p(t,x)divb(t,x)|dxdt
=0 Jg [Jrn
+limsupJ |p(t,x)divb(t,x)* p, —p(t,x)divb(t,x) dtdx
e—0 K

+1imSUP||p||oof IVp(Z)IJ |b2(t,x,2)|dx dt dz
Rn K

e—0

We estimate these three limes superior to prove (30) first.

The second lim sup is 0 as convolutions are converging in L' in space and then dominated
convergence in t with dominating function 2||p|| s || div(x)||;(+) in t.

The third lim sup can be estimated as following using Lemma 2.5:

limSUPllpllooJ |VP(Z)|J |b2(t, x,2)| dx dt dz
Rn K

e—0
T
<llplloo J IVp(Z)IJ |z||D*b,(K,)| dx dt dz
Rn 0

With Remark 3.19 and the definition of I this is estimated by ||p||I(0)|D°b|(K), so
only the first integral remains and it remains to show

lim sup J
e—0 K

At first we leave t fixed and consider the functions p,(t,-, -)bi(t, -,-) as functions in
Llloc(R” x R™). We have convergence in Llloc(R“ x R") to p(x)vb,(x)(—z), because
(again leaving away the time dependency as t is fixed for the moment)

dxdt=0

J p.(t,x,2)bl(t,x,2)Vp(z)dz — p(t, x)divb(t,x)
RTI

Pe(x,2)b,(x,2) — p(x) Vb, (x)(—=2) )

S [CREXIENIENNENEICH

|
1

o, 2)(B)(x,2) = Vb, (x)(2))

In the first norm we apply dominated convergence: We have convergence pointwise
to 0 almost everywhere and, as p and p, are both bounded by ||p||o, (mind that p, is
only a translation of p), we have the dominating function 2||p||s Vb,(x)(—2).

The second norm also converges to 0 as p, is bounded again and

I(b}(x,2) — Vb, (x)(—2))ll; = 0 by Lemma 2.5.

Of course multiplying with the in ¢ constant, bounded function Vp does not change
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3 The Fokker-Planck equation

this convergence, and the integration in ¢ is included analogously with dominated
convergence as Lemma 2.5 gives a uniform bound, which is also bounded by an L!-
function in t. So it just remains to show:

3b
L P(t,x)(fn ax,

But this is clear by f zi% dz = —4;; by a partial integration. So (30) is shown.

dxdt=0

Next we show (29): We start with (31), so we can estimate:

b(t,x —ez)—b(t,x)
€

1Qaell 1) < llPlloo Vp(z)dtdxdz + ||plleo |l div b| 1k,

(32)

with K, = {x € R"|dist(x,K) < €} the e-neighborhood of K.
We fix z € R" and define w,,(x) = b(t,x)Vp(z). We estimate the first integral of (32)
using Lemma 2.2 and K, = {x € R"|(x, t) € K} and K, | the ¢|z| neighborhood of K,:

1 (" (1
f _|Wtz(x_82)_wtz(x)|dth = J —|WtZ(X—82)—WtZ(X)|dth
k€ Jo JK, €
rr 1 | <&
S - Z&‘ZiDthz (thlzl)dt
Jo € |3
T
S ZziDthZ (th|z|)dt
Jo |i=1

So we are interested in the distributional derivative of w,,, which is given by:

8b] 0
D.w p

L T L @)+ (M), 52 Db, (33)

J

So (32) leads to:

limsup [|Qy ¢l 11y

e—0

T
< 1imSUP||p||oof J
£=0 R J O

By basic properties of measure theory limsup ||p|| || div b||1x,) = [Pl ol div bl 11¢k)-
e—0
Also in the first integral we can apply dominated convergence, as the integral in z is

in fact only on the support of p and not on the whole R", thus we have an integrable

ZlDthZ
i=1

(Koo dt dz + lim s;1p Pl ool div Dl y
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3 The Fokker-Planck equation

dominating function as w,z € BV}, with a norm which is bounded in z. Thus we can
replace K, .| by K,. So we have, using (33)

limsup |Q, I 11)

£—0

<||p||ooJ J
<||p||ooJ f f
+||p||oanL JK

S”p”oof fIZIIVthIVp(Z)IdxdtdZ+IIPIIOOJ f|(Mt(X)Z,Vp(Z))|dIDsbl(t,X)dz
R" JK R* JK
+ lIplloo I div bI| 11k

(ab] 1), 2 |D3b |)

b]
15'

(K, )dt dz + ||plleo | div bl 11 (k)

gp( ) dx dt dz

0 :
—é dID*b.|(x)dt dz + |Ipll ool div bl 1 k)

D
oz

= IIPIIOOI(p)f |VD.(x)ldxdt +plleo f A(M,(x), p)d|D*b[(t, x) + Ipllco || div bl| 11k
K

K

= [Ipllos J AM,(x), p)d|D*b[(t, x) + [|pllooI(P)ID*BI(K) + l|pllco Il div bl 11k
K

As ||div bl ) < n|D?b|(K) (because % is the density of D?b with respect to the
Lebesgue-measure), the proof is finished. m

3.3.5 Proof of the renormalization assumption

Now we have all the tools to prove the renormalization property:
p. is smooth in the spatial variables and by (28) (using the regularity assumptions
on b and o and of Lemma 3.16) we know that op. € L ([O T] x R”), as Ry, €

Lz([O, T], Wkl)CZ(R”)) by Lemma 3.17. So p, € loc Y([0, T] x R”) Hence we can do the
calculations at the beginning of section 3.3.1 now rigorously for p, instead of p using
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3 The Fokker-Planck equation

the chain rule for Sobolev-functions:

8,B(p.) + 8P (pIb) — 8(40,42,6(p.))

= p'(pe) - 8pe + B'(p)0peb; + P(p,) div(b) — %81-(01-;(0 #*B'(P)o;p;)

= B(p.) 8.+ B (pIAP.,+ B(p,)AIV(D)— B (93040 ,8p.)

— 20402 p.B (2P,

= B0 (2. + Apeb = 30(0u0 40P )+ BBIANE) 2B () 8.0

/ . 1 / . .
= ') (2.t Qpobi+ podivd = 28(04040p.) |~ (P, V(D) + B(p,) div(D)

-~

=U,—Qa,+30,(0ixRy,) by (28)
1
- Eﬁ//(pe)lo-*vpslz

So we have in a distributional sense:
1
2.p(p.) + 8:(B(p.)b;) — Eai(o-iko-jkajﬂ(pe)) —(B(p)—p:B'(p.)) div(b)
1 1
+ Eﬁ//(pe)lo.*vps:'z = ﬁ/(pe) (Ue _Qz,s + Eai(o-ikRk,e)) (34)

Theorem 3.20. Let b,o be as in Theorem 3.2. Then a weak solution in the sense of
definition 3.1 is always a renormalized solution.

Proof. [14], Theorem 2.5: We take (34) and let ¢ — 0, so we need to check the
behavior of all terms in (34) as distributions. For the argumensts we will often need
Lemma 2.10, and, to use this, that f(p,) — B(p) converges to 0 and is uniformly
bounded in €. This holds because p, — p in measure (L?-convergence implies convergence
in measure) and Lemma 2.9, as p, are uniformly bounded by ||p||., and € C*(R),

so the analog statement also holds for 8'(p,) and B”(p,):

Step 1: 3,5(p.) — 3,5(p)
So we have to show

J J (B(p.)—B(p))- 8,9 -0
0 R
and
J (B imo—BDlim0)@limo — 0
RH

for a test function ¢. This is both clear by Lemma 2.10, for the first integral we have
the convergence at first pointwise for a fixed t and then by the dominated convergence
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3 The Fokker-Planck equation

theorem, as B(p,) — B(p) is also bounded in t, so we have an integrable dominating
function.

Step 2: 3,(B(p.)b;) — 3,(B(p)b;)

So

f f (B(p)—B(P))-b;-8ip —0
0 Rn

which is clear again by Lemma 2.10 and dominated convergence in t, as b € Llloc, o}
b-vpelLl.

Step 3: 3i(<7ik0jk3jﬂ(l’s)) - ai(o-iko-jkajﬂ(p))
We have (by using o*Vf(p) = 8'(p) - o*Vp by Lemma 3.6)

_ J ' fRnwai(aikajkajﬂ(pg))—soai(oikajkajﬂ(w)
_ f T JRn(o*vso,a*Vﬁ(pg)—G*Vﬁ(P)>
_ J ' f (07 V.B'(p)o" VP, — B(p)o" V)
) f f (B +B'®) (07,0 Vp. —0"7p)

T
+J B'(p.){c*Vp,o"Vp)
0 Rn

—f J B'(p){(0*Vy,0"Vp,)
0 Rn

So again we have to check the three integrals:

. fOT fRn(ﬁ’(ngﬁ’(p))-(a*Vgo, 0*Vp, —0*Vp) — 0by using the uniform boundedness

of B'(p.) + B’(p), the Cauchy-Schwarz inequality and Lemma 3.4, by which
o*vp,—o*vp — 0in L*([0,T],L2 ).
T / %k * T / * *
o [y [ BP0V, 07Vp) = [ [..B'(P){0*V,0"Vp) by Lemma 2.10 and
dominated convergence in t

. fOT fRn B'(p) (c*vVy,c*Vp,) — fOT fRn B’'(p) (c*V,c*Vp) by the strong convergence

of Lemma 3.4
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3 The Fokker-Planck equation

Step 4: f(p.)div(b) — B(p)div(b)
So

J f (B(p.)—B(p)) - div(b)p — 0

1

which is again clear by Lemma 2.10 and dominated convergence in t, as div(b) € L,

so div(b)y € L.

Step 5: p,f’(p.)div(b) — pB’(p)div(b)
Here we have to show

f J (pB(p.)—pB(p))-div(b)p — 0
0 Rn

Again, we reduce it to the spatial problem and use dominated convergence, so it
suffices to show

f (p.B(p.)—pB(p))-div(b)y — 0
.

for fixed t. We have

J (p.B(p.)—pB(P))-div(b)p = | (p.—p)(B(p.)+ B(p))-div(b)e
.

Rn

+J pB'(p.)div(b)y
—J p.B'(p)div(b) - ¢

So we check the three integrals:

* [ @ =P (B+BP))-div(DIp < 1B (P)+B'(Ploo [y, IPe—PIdiv(D) = O
according to the dominated convergence theorem, as p, — p pointwise almost
everywhere and as p, is bounded

. fRnp/j’(pE)div(b)(p — fRnp[j’(p)div(b)go as in Step 4 after taking ||p||o, out of
the integral

. fRn p.B'(p)div(b)-¢ — fRn pB’'(p) div(b)- ¢ again with dominated convergence.

So the sum converges to 0, which was to show.

Step 6: 8”(p,)lo*Vp,|* = B”(p)lo*vp|?
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3 The Fokker-Planck equation

So we have to show:

T
f f (B”(p)lo*vpel* = B"(p)lo*vpl*) ¢ — 0
0 Rn

Again we reduce it to a spatial problem and estimate:

f (ﬁ”(pg)la*Vpglz—ﬁ”(p)IG*VpIZ)<p=J (B”(pe) + B"(p)) (lo*vp, > —lo*vpl*) ¢
.

]Rn

+ | B (p)lo*vple

Rn

—J B”(p)lo*vp. [Py
Rn
In the three integrals we have

. fRn([j”(ps) + ﬂ”(p)) (Icr*Vpsl2 — |G*Vp|2) ¢ — 0 by the strong convergence of
lo*vp,|* to |c*Vp|*> by Lemma 3.4 and as 3”(p,) + 8”(p) and ¢ are bounded.

* Ju B @ VPIPe = [ B (P)lo*Vp[*¢ by Lemma 2.10
. fRn B’ (p)lo*vp.*¢ — fRn B”(p)lo*Vp|*p by the strong convergence of |[c*Vp,|?
to |c*vp|? by Lemma 3.4

Step 7: f'(p.)U, — 0

We have
T T
f J B'(p:)U.p Ssupllﬂ’(pg)llooj f |U.|—0
0 R >0 0 spt

as U, > 0in L' ([0, T],L: (R”)) according to Lemma 3.16.

loc
Step 8: '(p,)Qz. — 0
As this step is more complicated than the others, it is done in the following Lemma

3.21

Step 9: B'(p.)0,(0Ry.) =0
By partial integration and the product rule V(B'(p,)¢) = B'(p. )V + B"(p.)Vp.p we
have to consider at first the integral

T T
JJﬂ’(ps)(a*w,Re)Sllﬂ’lloollwlloojJ lo]IR|
0 JRn 0 Jspty

T

< B NloolIVelleo f 10 ]speg ll2IRell2 = O

0
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3 The Fokker-Planck equation

by Lemma 3.16.
The other integral we have to estimate is the following:

J f @ﬂ”(pg)(G*Vpg,Rg)Slltplloollﬁ”(pg)lloof f (0"Vpe,R,)

<llelloollB”(Pellos f lo"Vpell2lIRll; = 0

0

again by Lemma 3.16 and Lemma 3.4. O

Lemma 3.21. We have the convergence ’(p.)Q,,. — 0 in the distributional sense.

Proof. ([14][p.6]und [2][p. 241]) At first we fix the convolution kernel p, from which
Q,,. depends. By Theorem 3.18 we know, that |Q, .| as a function of ¢ is bounded in
Llloc((O, T) x R"), thus also |B’(p.)Q,,| is bounded. We can consider them as Radon-
measures. So, by the Riesz-Markov Representation theorem, we can also see them
as elements of the dual space of C.((0, T) x R"), which is a separable Banach space.
So we have a bounded sequence in the dual space of a separable Banach space and
can pick a weakly-*-convergent subsequence to some measure Q. This measure is in
fact indepent of p, because in the proof of Theorem 3.20 we have already seen, that
all other terms except '(p.)Q,, in (34) converge in a distributional sense to terms
independent of p. So lets set Q :=Q o Of course we want to show Q = 0.

For a test function ¢ € C.((0, T) x R"), which we insert in the measure Q and using
Theorem 3.18 (extended to inserting test functions instead of compact subsets by
monotone convergence), we have:

Qp) = gigéf 8" (P:)Qa.|p dx dt

(0,T)xRn

< IIﬁ’(pg)lloolimSUPf 1Q,. [ dx dt
(0,T)xRn

e—0
< 18" (lleolIPllocI(P)ID*bI(¢)

Thus Q is absolutely continuous with respect to |D°b| and we can define g as the
Radon-Nikodym density of Q with respect to |D°b|, so we have

Q(K)=f g(t,x)d|Dbl(t, x)
K

for any compact K.
Thus we get, this time with the first estimate of Theorem 3.18:

f g(t,x)d|D*b(t,x) =Q(K) < IIﬁ’(pg)Iloo(limSélpf IQz,gIdxdt)
K &= K

<18’ PIllcollplloo J AM,(x), p)dID’b|(t, ) + 1B (Pl oo llPll o (1 + I (P ))ID*BI(K)

K
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3 The Fokker-Planck equation

This holds for arbitrary compact sets K, so we can especially choose |D®b|-null-sets,
and, as |D°b| and |D*b| are singular, we hence get with C = ||8'(P.)lloo Pl oo

g(t,x) < CA(M,(x),p)

for |D’b|-almost-every (t, x) and for every convolution kernel p.
Let D be a countable dense subset of the set of convolution kernels with respect to the
Whlnorm (which is separable). So we have

g(t,x) < C inf A(M,(x), p)
pe

for |D*b|-almost-every (t,x). From the definition of A we get that the mapping p —
A(M,(x), p) is continuous for fixed (x, t), thus we have

grelg AM,(x),p) = ing(Mt(X),p)

where the right infimum is taken with respect to all convolution kernels. But this
infimum is 0, as M,(x) has rank one |D*b| almost everywhere by Theorem 2.6 and
for such a matrix the infimum of A is O by Lemma 2.21. So g = 0 |D°b|-almost-
everywhere, thus Q = 0 and '(p,)Q,, — 0 in the distributional sense. O

Remark 3.22. Taking the countable dense subset in the proof of Lemma 3.21 was
necessary because the uncountable infimum of measurable functions does need need
to be measurable anymore, so speaking about inequalities |D°b|-almost everywhere,
which contain igf A(M,(x), p) directly is not well defined (see also [6], Theorem 3.6

for this subtility from another point of view).
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4 Summary

4 Summary

After the introduction in section 1 we collected some analytic tools used later in various
proofs in section 3. At first some properties on BV-functions, mainly the theorem
on difference quotients (Lemma 2.5) and Albertis rank-one theorem (Theorem 2.6).
Then we proved some convergence lemmata, especially on convergence in measure
and defined the convolution of distributions. After this we had a distributional form
of Gronwalls inequality (Lemma 2.17), Youngs inequality and a Lemma of Bouchut.
In Section 3 we started considering the actual topic of this thesis, the fokker-planck-
equation with BV-drift. The main theorem is Theorem 3.2. In the definition of weak
solutions we had the term o*Vp, which is a priori not well defined because p is only
assumed to be in L. Hence there is a weak definition of this term (Remark 3.3).
Section 3.1 deals with all problems arising in this context.

Then we proven existence of solutions with an approximation-ansatz using some a-
priori-estimates (Theorem 3.7 and Lemma 3.8).

Then the main part of the thesis started, the proof of uniqueness of solutions using the
theory of renormalized solutions and commutator estimates.

At first we assumed the renormalization assumption and proved uniqueness under
this assumption (Theorem 3.11). Then we defined commutators (Definition 3.12)
and proved the commuator estimates from the DiPerna and Lions (Lemma 3.14) and
from Ambrosio (Theorem 3.18)

Both were used to prove then the renormalization assumption (Theorem 3.20)
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