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Abstract. We establish optimal convergence rates for the P1 finite element approximation
of the Sobolev constant in arbitrary dimensions N ≥ 2 and for Lebesgue exponents 1 < p < N .
Our analysis relies on a refined study of the Sobolev deficit in suitable quasi-norms, which
have been introduced and utilized in the context of finite element approximations of the p-
Laplacian. The proof further involves sharp estimates for the finite element approximation of
Sobolev minimizers.

1. Introduction

This paper is devoted to the study of the P1 finite element approximation of the Sobolev
constant

(1.1) S(p,N) = inf
u∈Ẇ 1,p(RN )

‖Du‖Lp(RN )

‖u‖Lp∗ (RN )

,

which ensures the validity of the optimal Sobolev inequality

(1.2) ‖u‖Lp∗ (RN ) ≤ S(p,N)‖Du‖Lp(RN ), ∀u ∈ Ẇ 1,p(RN),

in dimensions N ≥ 2 and for exponents 1 ≤ p < N , where

(1.3) p∗ =
Np

N − p
denotes the Sobolev conjugate of p.

When 1 < p < N , the minimum constant S(p,N) is attained on an (N + 2)-dimensional
manifold M, see [2, 20]. The case p = 1, which involves distinct features and will not be
addressed in this work, was treated in [13, 18], where the sharp constant was determined.

The Sobolev constant plays an important role in various areas including, of course, existence
and regularity of solutions for nonlinear PDE.

For the purposes of numerical analysis, we restrict our attention to bounded domains. To
simplify the presentation, we consider the unit ball B ⊂ RN with N ≥ 2, equipped with a finite
element mesh of characteristic size h. Let Vh denote the corresponding finite-dimensional sub-
space of W 1,p

0 (B), consisting of P 1 finite element functions on B that are continuous, piecewise
linear, and vanish on the boundary. These functions are extended by zero outside of B. A
precise construction of Vh is provided in Section 2.

Sobolev’s inequality still holds in W 1,p
0 (B), with the same sharp constant (see for example

[1]), but, in this case, the infimum is well-known not to be achieved:

(1.4) S(p,N) = inf
u∈W 1,p

0 (B)

‖Du‖Lp(B)

‖u‖Lp∗ (RN )

.
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Obviously, the same inequality holds in the finite-element subspace Vh as well, with the follow-
ing, slightly larger, minimal constant

(1.5) Sh(p,N) := min
uh∈Vh

‖Duh‖Lp(RN )

‖uh‖Lp∗ (RN )

.

Obviously

(1.6) Sh(p,N) ≥ S(p,N).

In view of the convergence properties of finite element methods one can also prove that

(1.7) Sh(p,N)→ S(p,N), ash→ 0.

Our goal here is to provide sharp convergence rates. This is relevant, of course, for the ob-
tention of sharp finite element convergence rates for PDE solutions in which the continuous
analysis relies on the fine use of the Sobolev inequality. This problem was already addressed
by Antonietti and Pratelli [1] for p = 2, N = 3, who proved suboptimal convergence rates.

This kind of problems has been previously considered in a number of related contexts. In
particular, the answer is well-known for Poincaré’s inequality, related to the first eigenvalue of
the Laplacian in a bounded domain Ω of RN , N ≥ 1, defined as

λ1(Ω) = inf
u∈H1

0 (Ω)

∫
Ω
|Du|2dx∫
Ω
u2dx

.

The corresponding finite element approximation is defined as

λ1h(Vh) = inf
uh∈Vh

∫
Ω
|Duh|2dx∫
Ω
u2
hdx

,

and it is well known to satisfy [7, Prop. 6.30, p. 315], [3, Section 8, p. 700]:

λ1h(Vh)− λ1(Ω) ' d(φ, Vh)
2 = inf

uh∈Vh
‖φ− uh‖2

H1(Ω) ∼ h2,

where φ ∈ H1
0 (Ω) is the first eigenfunction associated with λ1(Ω). In this case the optimal

convergence rate is given by the H1-distance d(φ, Vh), the distance form the first continuous
eigenfunction (normalised to one in H1

0 (Ω)). This distance turns out to be of order h given
that φ belongs to H1

0 (Ω) for Ω smooth or convex.
Poincaré’s inequality can be seen as the simplest instance of the type of problems addressed in

this work: determining convergence rates for the finite element approximation of key constants
in the functional analysis of PDEs. In the Poincaré setting, the minimum is attained by the
first eigenfunction of the Laplacian, which is unique up to normalization in H1

0 (Ω), and the
problem is of linear-quadratic nature.

In contrast, the Sobolev inequality presents a genuinely nonlinear character. In bounded
domains, the infimum is not attained, although explicit families of minimizing sequences can
be constructed via scaling from the exact minimizers in RN . Our main objective is to develop
and combine the necessary tools to fully address this more intricate setting, while building a
broader methodology that could also be applied to related problems, such as those involving
Hardy constants (see [11]).

The main result of this paper is the following optimal converge rate:.

Theorem 1.1. Let N ≥ 2 and 1 < p < N and Vh the space of P1 finite elements space in the
unit ball B. Then

(1.8) Sh(p,N)− S(p,N) ' hα(p,N),
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where

(1.9) α(p,N) =
2(N − p)
N + p− 2

.

We compare our results with the earlier work of Antonietti and Pratelli [1]. In the specific
case p = 2 and N = 3, they established the estimate

(1.10) hγ . Sh(2, N)− S(2, N) . h1/3,

for some exponent γ > 2 · (26)2/3. In contrast, we prove the sharp convergence rate h2/3,
which improves upon the upper bound h1/3 obtained in [1]. Moreover, our result is shown to
be optimal, as we also establish a matching lower bound.

Our proof, which also lays the foundation for a systematic methodology to address similar
problems, relies on several novel ingredients:

• The first key ingredient in our proof is the Sobolev deficit

δ(u) =
‖Du‖Lp(RN )

‖u‖Lp∗(RN )

− S(p,N), u ∈ Ẇ 1,p(RN).

Building on the analysis developed in [15], we adapt this concept to the P1 finite
element setting. However, as we will show, this adaptation alone is insufficient, as it
yields suboptimal convergence rates.
• Achieving sharp convergence rates requires the use of quasi-norms introduced in the

context of finite element approximations of the p-Laplacian [4, 12]. These quasi-norms
play a crucial role in capturing the nonlinear structure of the problem with the necessary
accuracy.

Let us recall that in the finite element setting, when approximating solutions u of the continuous
p-Laplacian problem, the error is not measured in the classical W 1,p-norm. This norm would
require W 2,p regularity of the solution, which is generally not available. Instead, the error is
measured in quasi-norms specifically adapted to the function u, namely:

|u− v|p,2 =

(∫
(|Du|+ |D(u− v)|)p−2|D(u− v)|2dx

)1/2

.

This tool, introduced in [4, 12], allows to handle the degeneracy of the p-Laplacian, in order to
obtain sharp error bounds.

The key idea underlying the proof of Theorem 1.1 is to derive optimal convergence rates by
exploiting a form of Taylor expansion for the Sobolev deficit:

(1.11) δ(u) ' f(d(u,M)), ∀ u with δ(u) << 1, ‖Du‖Lp(RN ) = 1,

where f is a suitable function and d denotes a suitable distance to the manifold M.
The classical approach (see [15]) in studying the deficit is to obtain a lower bound of the type

(1.12) δ(u) & f(d(u,M)),

for d(u, v) = ‖D(u − v)‖Lp(RN ) and f(s) = smax{2,p}. However, as we shall see below, when
proceeding this way, the obtained upper counterpart is of order min{2, p}. The obtention of
sharp bilateral bounds of the same order requires to replace the Sobolev distance by the quasi-
norms above. In fact, in [14], for the particular case p ≥ 2, a variant of the quasi-norm above
is also employed.

One of the main contributions of the present paper is to carefully adapt these methodologies
to the distance defined by the quasi-norm: d(u, v) = |u− v|p,2 (see Lemma 4.1). This together
with the upper bound in Lemma 4.3 gives us an estimate of the type (1.11).
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As mentioned above, the results in [1] are suboptimal due to two key limitations: they rely
on a version of (1.12) where the distance is defined by the weaker norm d(u, v) = |u−v|Lp∗ (RN ),
and they employ only a one-sided estimate for δ(u), in contrast to the two-sided expansion used
in (1.11).

The proof of Theorem 1.1 is structured as follows:

• We begin by establishing the upper bound. To this end, we consider uλ,h, the projection
of a minimizer Uλ ∈M (with λ > 0) onto the finite element space Vh. Using the estimate
δ(uλ,h) . f

(
d(uλ,h, Uλ)

)
, we then evaluate the distance d(uλ,h, Uλ) in terms of the mesh

size h. Optimizing with respect to the parameter λ yields the desired upper bound for
the difference Sh(p,N)− S(p,N).
• To establish the lower bound, we consider the discrete minimizer uh ∈ Vh, for which
δ(uh) = Sh(p,N) − S(p,N) is known to be small when h is small. A concentration-
compactness argument ensures the existence of a minimizer Uh ∈M such that δ(uh) &
f
(
d(uh, Uh)

)
. The final step consists in deriving a sharp lower estimate for the distance

d(uh, Uh).

When the estimates for the Sobolev deficit are used in the classical framework – i.e., in terms
of the W 1,p(RN)-norm, as in [15] – rather than via the quasi-norms introduced above, it is still
possible to obtain lower and upper bounds. However, these bounds are not sharp. Specifically,
this approach yields:

Proposition 1.2. In the setting of Theorem 1.1,

(1.13) hγ(p,N) max{2,p} . Sh(p,N)− S(p,N) . hγ(p,N) min{2,p},

where

(1.14) γ(p,N) =
N − p

N + p(p− 2)
.

When p = 2 and N ≥ 3, Proposition 1.2 above yields the same sharp result as Theorem 1.1,
namely

Sh(2, N)− S(2, N) ' h
2(N−2)
N .

Our results lead also to some interesting and challenging questions:

• Sharper asymptotics. A natural question that arises is whether the lower and upper
bounds can be refined to identify the exact limit

lim
h→0

h−α(p,N)(Sh(p,N)− S(p,N)).

In a weaker form, one could instead aim to derive sharper, explicit estimates for the
multiplicative constants in the asymptotic unilateral bounds, namely:

lim
h→0

h−α(p,N)(Sh(p,N)− S(p,N))

and

lim
h→0

h−α(p,N)(Sh(p,N)− S(p,N)).

It is worth noting, however, that achieving such refinements may require significant
further developments and new technical tools. Moreover, the precise behavior of the
asymptotics could depend sensitively on the geometric properties of the finite element
mesh.
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• General domains. Our analysis is limited to the case of the ball B to simplify the
presentation. But it can be extended to any bounded, Lipschitz domain which is star-
shaped with respect to an internal ball. Also, the same problem could be formulated
and analysed for more general finite-element methods. We refer to [1, Remark 3, 4]
for a review on the possible extensions one could pursue. One could also consider the
problem of the finite element approximation in the whole space RN .
• Case p = 1. The case p = 1 is even more interesting since the set of minimizers is

totally different in this case, λχB, with λ ∈ R and for some ball B. They do not belong
to W 1,1(RN) but BV (RN), see [9, 16].

The paper is organized as follows:

• In Section 2, we present in detail the finite element method under consideration and
establish some preliminary results on the finite element approximation.
• Section 3 reviews existing work and methodology related to eigenvalue approxima-

tion. This classical approach is sufficient to derive upper bounds for the numerical
gap Sh(2, N)− S(2, N) without resorting to the Sobolev deficit.
• In Section 4, we recall known results on the Sobolev deficit and demonstrate how the

framework developed in [15] can be adapted to our setting to prove Theorem 1.1. We also
derive an upper bound on the Sobolev deficit in terms of quasi-norms (see Lemma 4.3).
Furthermore, we analyze the classM of minimizers in Sobolev’s inequality (see [2, 20])
to obtain estimates of their Sobolev norms inside and outside the unit ball, and to
quantify their distance to the finite element subspace Vh.
• Section 5 contains the complete proofs of the main results. We begin with the proof

of Proposition 1.2, which addresses the core difficulties of the problem, and proceed to
establish the sharp convergence result stated in Theorem 1.1.
• Finally, the Appendix collects the proofs of several technical results that play a crucial

role in the main arguments of the paper.

2. Preliminaries on finite elements

2.1. The finite element basis. Let us consider Ω a polyhedral domain in RN . Of course,
depending on the dimension, we should refer to intervals, in dimension N = 1, polygons,
in dimension N = 2, polyhedra, in dimension N = 3 and polytopes in arbitrary dimension
N . But to simplify the presentation we will generically use the term “polyhedron” without
distinguishing the dimension. For each positive h we construct a partition Th of the domain Ω
into a finite set of polyhedra T satisfying the following properties ([10, p. 38, p. 51], see also
[17, Appedix B and C] for a concise presentation):

(1) ∪T∈ThT = Ω,
(2) Each T ∈ Th is closed and its interior non-empty,
(3) For distinct T and T ′ their interior are disjoint,
(4) If T, T ′ ∈ Th, T 6= T ′, then either T ∩ T ′ = ∅, T ∩ T ′ is a common m-face, m ∈
{0, . . . , N − 1}.

For each T ∈ Th we denote by ρT and hT the diameter of the largest ball contained in T and
the diameter of T respectively. We set

h = h(Th) = max
T∈Th

hT .



6 L. I. IGNAT AND E. ZUAZUA

We will consider a set of regular meshes (Th)h>0: there exists σ > 0, independent of h, such
that

(2.1)
hT
ρT
≤ σ, ∀ T ∈ Th, ∀ h > 0.

Also the mesh is assumed to be quasi-uniform, i.e.

inf
h>0

minT∈Th hT
maxT∈Th hT

> 0.

Each element of the mesh Th is the image of a reference simplex (interval (N = 1)/triangle(N =
2)/tetrahedron(N = 3)/N -simplex, in general) through an affine mapping FT : RN → RN ,

FT (x̂) = BT x̂+ bT ,

BT being an invertible N ×N matrix, b ∈ RN , i.e.

FT (T̂ ) = T, ∀ T ∈ Th.
Matrix BT = ∇FT satisfies (cf. [17, Lemma C. 12, p. 735]):

‖BT‖ ≤
hT
ρT̂
, ‖B−1

T ‖ ≤
hT̂
ρT

and

| detB| = |JFT | =
|T |
|T̂ |

.

For a fixed partition or grid Th, we define the finite element space Vh as

Vh = {f ∈ C(Ω); f ◦ FT ∈ P1(T̂ ), ∀T ∈ Th, f = 0 on ∂Ω},

where P1(T̂ ) is the space of linear polynomials on T̂ .
Our analysis is carried out in the unit ball, Ω = B. This requirers a first approximation

of B by means of polyhedral domains Bh ⊂ B (as in [1]) such that all the nodes of ∂Bh

are on ∂B. The finite element subspace Vh employed to define the numerical approximation
of the Sobolev constant will be the one corresponding to the polyhedral domain Bh, so that
Vh ⊂ H1

0 (Bh) ∩C(Bh). The elements of Vh can be extended by zero outside Bh so that Vh can
also be viewed as a finite-dimensional subspace of H1

0 (B).

2.2. Approximation by finite elements. We first recall some classical finite element ap-
proximation results in Sobolev spaces [6, Th. 4.4.20]: For any polyhedral domain Ω in RN ,
and partition Th as above (see [6, Th. 4.4.4] for the complete set of restrictions), the global
piecewise linear interpolant Ih, mapping W 2,p(Ω) into Vh satisfies

(2.2)
( ∑
T∈Th

‖u− Ihu‖pW s,p(T )

)1/p

≤ Ch2−s‖u‖W 2,p(Ω), ∀u ∈ W 2,p(Ω),

for all s ∈ {0, 1} and p > N/2.
Of course the multiplicative constant C in (2.2) depends on N , p, s and the domain Ω, but

it is independent of u. All along the paper the dependence of the constant C on each of the
parameters of the problem (in particular the dimension N and the exponent p) will not be made
explicit in the notation. Constants in our estimates are normally independent of the function
u under consideration (or its discrete counterparts), unless otherwise stated.

The above restriction on p > N/2 is necessary when dealing with general functions inW 2,p(Ω).
The fact that p > N/2 ensures the continuous embedding of W 2,p(Ω) into C0(Ω̄), needed to
define the interpolation Ih by taking the pointwise values over vertices of the mesh.
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We now adapt this result to the particular case of W 2,∞(Ω) functions.

Lemma 2.1. Let Th be a regular mesh on a polyhedral domain Ω ∈ RN , N ≥ 1, and s ∈ {0, 1}.
There, for all 1 ≤ p < ∞ and |α| = s, there exists a positive constant C = C(N, p, s, σ) such
that:

(2.3)
( ∑
T∈Th

‖Dα(u− Ihu)‖pLp(T )

)1/p

≤ Ch2−s
( ∑
T∈Th

|T |‖D2u‖pL∞(T )

)1/p

, ∀u ∈ W 2,∞(Ω),

and

(2.4) max
T∈Th
‖Dα(u− Ihu)‖L∞(T ) ≤ Ch2−s max

T∈Th
‖D2u‖L∞(T ), ∀u ∈ W 2,∞(Ω).

Moreover, for any T ∈ Th and p ≥ 1:

(2.5) ‖DαIhu‖Lp(T ) . h
−|α|+N

p

T ‖u‖L∞(T ), p ≥ 1, ∀ u ∈ C1(T ).

This result can be proved by slightly modifying the arguments in [6, Th. 4.4.4, Chapter 4]
and it can be extended to more general finite elements and u ∈ Cm(Ω) but this is out of the
scope of this paper. The proof will be postponed to the Appendix.

The above upper bounds are optimal when considering functions that are strictly convex in
one direction.

We recall first the following result, proved in [8, Lemma 2.5], will be instrumental: for any
1 ≤ p < ∞, any strictly convex function u ∈ C2(Ω) and any simplex T ∈ Th with vertices
{ak}N+1

k=1 , the interpolation error of u by its linear interpolant Ihu admits the following lower
bound:

‖u− Ihu‖pLp(T ) ≥ Cp min
x∈T
|λ1(D2u)(x)|p|T |

∑
1≤i 6=j≤N+1

|ai − aj|2p.

In particular when Th is quasi-regular we have

‖u− Ihu‖pLp(T ) ≥ Cph
N+2p min

x∈T
|λ1(D2u)(x)|p.

We establish a similar estimate for the gradients.

Lemma 2.2. For any p ∈ (1,∞) there exists a positive constant C(p) such that for any T ∈ Th
and any u ∈ C2(T )

min
A∈RN

∫
T

|Du− A|pdx ≥ C(p)ρN+p
T max

ξ∈SN−1
min
x∈Ω
|ξTD2u(x)ξ|p.

The proof will be given in the Appendix.

3. Eigenvalue approximation and the case p = 2

Let us first recall the classical estimates for the eigenvalues of the Laplacian, [3]. We focus
on the simplest case since our aim is to present those tools that will be useful to handle the
Sobolev constant for p = 2. We refer to [3] for other extensions.

We adopt the notations in [3, Section 8, p. 697]. Let V a real Hilbert space and a(·, ·) be a
symmetric, continuous and coercive bilinear form on V . Let H be another Hilbert space such
that V ⊂ H, with compact embedding, b a continuous symmetric bilinear form on H, satisfying
b(u, u) > 0, for all u ∈ V , u 6= 0. Let Vh ⊂ V be a family of finite-dimensional spaces of V .

Let λ1 be the first eigenvalue of the form a, relative to the form b. Then, there exists a
nonzero φ1 ∈ V such that

a(φ1, v) = λ1(φ, v),∀ v ∈ V.
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In a similar way we define λ1h in the space V1h:

a(φ1h, v) = λ1h(φ1h, v), ∀ vh ∈ Vh.
An important result in the eigenvalue approximation theory (Babuška-Osborn [3, Section 8,
p. 700], which goes back to Chatelin [7, Prop. 6.30, p. 315]) asserts that:

(3.1) C1ε
2
h ≤ λ1h − λ1 ≤ C2ε

2
h

where
εh = dV (φ1, Vh) = inf

uh∈Vh
‖φ1 − uh‖V .

The upper bound together with the trivial estimate 0 ≤ λ1h−λ1, can be also found in [19, Th.
6.4-2]. If the family (Vh)h>0 satisfies

∀u ∈ V, lim
h→0

inf
vh∈Vh

‖u− uh‖V = 0

one obtains that εh → 0. But the obtention of the convergence order of λ1h towards λ1 requires
a finer analysis.

Let us now explain how, inspired on these classical results, one can prove the upper bound
statements in Theorem 1.1 and Proposition 1.2 for the Sobolev constant when p = 2, N ≥ 3.

For notational simplicity we write S instead of S(2, N). Let Vh the space of functions con-
structed in Section 2 extended with zero outside the unit ball. We define also the finite element
counterpart:

Sh := min
uh∈Vh

‖Duh‖L2(RN )

‖uh‖L2∗ (RN )

.

Let us consider a minimizer U ∈ M with ‖DU‖L2(RN ) = 1, ‖U‖L2∗ (RN ) = 1/S and the

operator L = −U2−2∗∆ on H = L2(U2∗−2) as in [5]. It follows that λ1 = S2∗ is the first
eigenvalue of L with the corresponding eigenfunction U . Let be V = Ḣ1(RN), and the bilinear
form a : V × V → R defined as follows:

a(u, v) = −
∫
RN

(Lu)v U2∗−2 dx =

∫
RN
Du ·Dv dx.

Applying the previous classical results on eigenvalue approximation, [3, 7], in a finite dimen-
sional subspace Vh ⊂ V , we obtain that

λ1h = min
uh∈Vh

∫
R |Duh|

2dx∫
RN u

2
h U

2∗−2dx

satisfies
λ1h − S2∗ ' d2

V (U, Vh)

where
dV (U, Vh) = inf

uh∈Vh
‖D(U − uh)‖L2(RN ).

Let uh ∈ Vh be the minimizer corresponding to λ1h above. Using that∫
RN
u2
hU

2∗−2dx ≤ ‖uh‖2
L2∗ (RN )‖U‖

2∗−2
L2∗ (RN )

= ‖uh‖2
L2∗ (RN )S

2−2∗

we obtain that

S2∗−2S2
h = S2∗−2

∫
R |Duh|

2dx

‖uh‖2
L2∗ (RN )

≤
∫
R |Duh|

2dx∫
RN u

2
h U

2∗−2dx
= λ1h.

Combining the two estimates for λ1h we get

S2
h − S2 . d2

V (U, Vh).
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Tacking the infimum over U ∈M1 := {U ∈M, ‖DU‖L2(RN ) = 1} we obtain

Sh − S . inf
U∈M1

d2
V (U, Vh).

It remains to estimate the above right hand side to obtain the upper bound in Theorem 1.1.
However, for the lower bound one has to use estimates for the Sobolev deficit as described in
the introduction. Let us briefly explain how this can be obtained in the above setting.

Let us now take uh ∈ Vh with ‖Duh‖L2(RN ) = 1, the function for which Sh above is attained.
The inequalities for the Sobolev deficit in [5] show that

Sh − S & d2
V (uh,M).

When Sh − S is small (something that can be assured as soon as h > 0 is small enough) there
exists Uλh ∈M such that dV (uh,M) = dV (uh, Uλh) and then ‖DUλh‖L2(RN ) ≥ 1/2.

Hence

Sh − S & d2
V (Uλh , uh) ≥ inf

U∈M1

d2
V (U, Vh).

We finally obtain that

(3.2) Sh − S ' inf
U∈M1

d2
V (U, Vh).

The results in the next sections will show that for piecewise finite element method

inf
U∈M1

d2
V (U, Vh) ' h2N/(N−2).

Our goal in the next section is to extend this analysis to the general case 1 < p < N , and to
establish the two-sided bounds stated in Theorem 1.1.

4. The Sobolev constant and finite element approximation of minimizers

This Section is devoted to gather a number of technical results whose proofs are postponed
to the Appendix at the end of the paper.

Let us recall some classical facts about the Sobolev inequality: for any 1 < p < N , N ≥ 2,
it holds

(4.1) ‖Du‖Lp(RN ) ≥ S(p,N)‖u‖Lp∗ (RN ), ∀u ∈ Ẇ 1,p(RN),

where p∗ = pN
N−p . The optimal constant S(p,N) was obtained by Aubin [2] and Talenti [20] and

shown to be attained for the (n+ 2)-dimensional manifold M of functions of the form

(4.2) Uc,λ,x0(x) = cUλ,x0(x) = cλU(λp/(N−p)(x− x0)),

with

(4.3) U(x) = u0(|x|); u0(r) =
k0

(1 + |r|
p
p−1 )

N−p
p

.

where k0 is chosen such that ‖DU‖Lp(RN ) = 1. In particular, for c = 1, ‖DUλ,x0‖Lp(RN )=1.

The n+ 2 free parameters of the manifoldM are the center of gravity x0 ∈ RN , the positive
parameter λ > 0 and the constant c ∈ R.
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4.1. The p - Sobolev deficit. Let us now consider the so called p-Sobolev deficit

δ(u) =
‖Du‖Lp(RN )

‖u‖Lp∗(RN )

− S(p,N), ∀ u ∈ Ẇ 1,p(RN).

It is well known from the works of Bianchi and Egnel [5] and more recently of Figalli and Zhang
[15], that for every 1 < p < N , there exists a positive constant c(p,N) such that

(4.4) δ(u) ≥ c(p,N) inf
v∈M

(‖Du−Dv‖Lp(RN )

‖Du‖Lp(RN )

)max{2,p}
, ∀ u ∈ W 1,p(RN).

In fact, the results in [15] include a refined estimate in the range 2 ≤ p < N , which is
particularly useful for our analysis. This estimate involves a quasi-norm, rather than the
classical Sobolev seminorm ‖Du−Dv‖Lp(RN ) and is reminiscent of the approach introduced in
[4, 12] to obtain sharper convergence rates for the p-Laplacian. The following lemma presents
a refined version of these estimates, valid for the full range 1 < p < N , expressed in terms of
the quasi-norms used in finite element theory.

Lemma 4.1. Let 1 < p < N . There is a positive constant c(p,N) such that for any u ∈
Ẇ 1,p(RN) there exists a function v = vu ∈M such that

(4.5)
δ(u)

c(p,N)
≥
∫
Rn(|Du−Dv|+ |Dv|)p−2|Du−Dv|2 dx

‖Du‖p
Lp(RN )

+
(‖Du−Dv‖Lp(RN )

‖Du‖Lp(RN )

)max{2,p}
.

Remark 4.2. In particular we obtain

(4.6) δ(u) ≥ c inf
v∈M

∫
Rn(|Du−Dv|+ |Dv|)p−2|Du−Dv|2 dx

‖Du‖p
Lp(RN )

, ∀ u ∈ Ẇ 1,p(RN).

Proof. The proof follows the lines of Theorem 1.1 in [15].
By homogeneity we can assume that ‖Du‖Lp(RN ) = 1. Also it is sufficient to consider the

case where δ(u) << 1. Lemma 4.1 in [15] shows that, when the deficit is small, there exists
v ∈ M such that ε := ‖Du − Dv‖Lp(RN ) is small and u − v is orthonormal to TvM. For full
details, we refer the reader to the proof of Theorem 1.1 and Lemma 4.1 in [15].

For 1 < p ≤ 2N/(N + 2), [15, formulas (4.4), (4.5)] give

δ(u) ≥ c0(p,N)

∫
RN

min{|D(u− v)|p, |Dv|p−2|D(u− v)|2}dx(4.7)

= c0(p,N)

∫
RN

min{|D(u− v)|p−2, |Dv|p−2}|D(u− v)|2dx.

≥ c1(p,N)‖D(u− v)‖2
Lp(RN ).

When p < 2 we also get

δ(u) ≥ c0(p,N)

∫
RN

min{|D(u− v)|p−2, |Dv|p−2}|D(u− v)|2dx(4.8)

≥ c0(p,N)

∫
RN

(|D(u− v)|+ |Dv|)p−2|D(u− v)|2dx.

Both inequalities yield to (4.1) when 1 < p ≤ 2N/(N + 2).
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When p ∈ (2N/(N + 2), 2) repeating the arguments in [15] we have

δ(u) ≥ c0(p,N)

∫
RN

min{|D(u− v)|p−2, |Dv|p−2}|D(u− v)|2dx− C1

∫
RN
|u− v|p∗dx

≥ c0(p,N)

2

∫
RN

min{|D(u− v)|p−2, |Dv|p−2}|D(u− v)|2dx+
c1(p,N)

4
‖D(u− v)‖2

Lp(RN )

+
c1(p,N)

4
‖D(u− v)‖2

Lp(RN ) − C1‖u− v‖p
∗

Lp∗ (RN )
.

Since p∗ > 2 the last term in the right hand side is positive by the Sobolev inequality if
‖D(u− v)‖Lp(RN ) is small.

For p ≥ 2 the proof of [15, Th. 1.1] gives

δ(u) ≥ c0(p,N)
(∫

RN
|Dv|p−2|D(u− v)|2 dx+

∫
RN
|D(u− v)|p dx

)
≥ c1(p,N)‖Du−Dv‖p

Lp(RN )

and the proof is finished.
�

We now turn our attention to the upper bounds of the deficit.

Lemma 4.3. Let 1 < p < N . There exists a positive constant C(p,N) and a positive number
ε0 such that

(4.9)
δ(u)

C(p,N)
≤
∫
Rn(|Du|+ |D(u− v)|)p−2|Du−Dv|2

‖Du‖p
Lp(RN )

dx, p ≥ 2,

and
(4.10)
δ(u)

C(p,N)
≤
∫
Rn(|Du|+ |D(u− v)|)p−2|Du−Dv|2

‖Du‖p
Lp(RN )

+
(∫

RN |Dv|
p−1|D(u− v)| dx
‖Du‖p

Lp(RN )

)2

, 1 < p < 2,

hold for all u ∈ W 1,p(RN) with δ(u) < S(p,N) and v ∈ M such that ‖D(u − v)‖Lp(RN ) ≤
ε0‖Du‖Lp(RN ).

Remark 4.4. As we shall see, we shall prove that, for any 1 < p < N , the following inequality
holds:
(4.11)

δ(u) ≤ C(p,N)

‖Du‖p
Lp(RN )

(∫
RN

(|Dv|+ |D(u− v)|)p−2|D(u− v)|2dx+

∫
Rn
|Dv|p−2|Du−Dv|2dx

)
.

This inequality immediately leads to estimate (4.9).
However, when 1 < p < 2, as we shall below (see remark 7.3 in the proof of Lemma 4.10,

Appendix 7.7), the last term on the right hand side, namely∫
Rn
|Dv|p−2|Du−Dv|2dx

is singular. Thus, it has to be replaced by(∫
RN
|Dv|p−1|D(u− v)| dx

)2

,

which is well defined also in the range 1 < p < 2 when u ∈ Vh and v ∈M.
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As a consequence of this lemma, we can deduce an upper counterpart to the lower bound
in (4.4). Although one might expect that an upper bound for the deficit would be easier to
obtain than the lower bound, we have not found such a result in the literature. This estimate
will play an important role in the proof of Proposition 1.2.

Corollary 4.5. There is a constant C = C(p,N) and a positive number ε0 such that

(4.12) δ(u) ≤ C inf
v∈M

(‖Du−Dv‖Lp(RN )

‖Du‖Lp(RN )

)min{2,p}
.

holds for all u ∈ W 1,p(RN) satisfying

d(u,M) = inf
v∈M
‖Du−Dv‖Lp(RN ) ≤ ε0‖Du‖Lp(RN ).

Remark 4.6. This estimate is sharp. In fact, the same argument as in [15, Remark 1.2] shows
that if

(4.13) δ(u) ≤ C inf
v∈M

(‖Du−Dv‖Lp(RN )

‖Du‖Lp(RN )

)β
holds, then, necessarily, β ≤ min{2, p}.

Note that there is a gap in the exponents, max{2, p} for the lower bound in (4.4), while the
upper bound in (4.12) holds with min{2, p}.

4.2. Estimates on the minimizersM. In this section we establish various estimates for the
minimizers Uλ,x0 ∈ M that, as indicated above, are defined as in (4.2) and (4.3). Their proofs
are given in the Appendix.

Lemma 4.7. Let 1 < p < N and N ≥ 2. There exist two positive constants c1 = c1(N, p) and
c2 = c2(N, p) such that for any |x0| < 1 the minimizer Uλ,x0 satisfies

(4.14) c1λ
p

N−p (N+ p
p−1

) ≤
∫
|x|<1

|DUλ,x0|pdx ≤ c2λ
p

N−p (N+ p
p−1

), ∀ 0 < λ < 1,

(4.15) 1− c2λ
− p
p−1

(1− |x0|)
N−p
p−1

≤
∫
|x|<1

|DUλ,x0|2dx ≤ 1− c1λ
− p
p−1 , ∀ λ > 1.

Remark 4.8. Observe that, when |x0| ≥ 1, the exterior of the unit ball contains a half space
passing through x0. Thus,∫

|x|≥1

|DUλ,x0|2dx ≥
1

2

∫
RN
|DUλ,x0|2dx =

1

2

for all λ > 0. This illustrates behavior opposite to the energy concentration phenomenon
described by (4.15) in the case |x0| < 1.

Lemma 4.9. Let 1 < p < N . The second order derivatives of the minimizer Uλ,x0 satisfy the
following estimates:

(4.16) |D2Uλ,x0(x)| ≤ CN,pλ
N+p
N−pa(λ

p
N−p |x− x0|), x ∈ RN ,

where

a(r) =
u′0(r)

r
= r

2−p
p−1

(
1 + r

p
p−1

)−N
p
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and

(4.17)

∫
|x|<1

|D2Uλ,x0(x)|pdx ≤ CN,pλ
p2

N−p .

Moreover, there exists a positive constant AN,p, a finite covering of the plane with open sets
RN ⊂ ∪k∈FΓk and a set {ξk}k∈F ∈ S1 such that

(4.18) |ξTkD2Uλ,x0(x)ξk| ≥ AN,pλ
N+p
N−pa(λ

p
N−p |x− x0|), ∀λ > 0, x ∈ Γk, k ∈ F.

The proofs of these results are presented in the Appendix.

4.3. Approximation of the minimizers. As discussed in Section 3, it is necessary to esti-
mate the distance between the minimizers inM and the space Vh, the P1 finite element space
introduced in Section 2.

To obtain the upper bounds in Proposition 1.2 and Theorem 1.1, we do not need to measure
how far all the minimizers in M are from the space Vh; it suffices to sample just one. In the
next lemma, we estimate the distance between the minimizer Uλ,0 and its projection onto Vh,
both in the classical Sobolev norm and in the quasi-norms. Since the upper bound for the
Sobolev deficit obtained in Lemma 4.3 includes an additional term when 1 < p < 2, we also
need to estimate this remainder term.

Lemma 4.10. Let N ≥ 2 and 1 < p < N . For any λ > 1 and h < 1/2 such that hλ
p

N−p ≤ 1
the following holds

(4.19)

∫
RN
|D(Uλ,0 − uh)|pdx . λ−

p
p−1 + (hλ

p
N−p )p,

(4.20)

∫
RN

(|DUλ,0|+ |D(Uλ,0 − uh)|)p−2|D(Uλ,0 − uh)|2dx . λ−
p
p−1 + (hλ

p
N−p )2,

(4.21)

∫
RN
|DUλ,0|p−1|D(Uλ,0 − uh)|dx . λ−

p
p−1 + hλ

p
N−p , 1 < p < 2,

where uh ∈ Vh is given by uh = Ih(Uλ,0 − (Uλ,0)|∂Bh) extended with zero outside Bh.

Remark 4.11. The above lemma implies

inf
uh∈Vh

‖D(Uλ,0 − uh)‖Lp(RN ) . λ−
1
p−1 + hλ

p
N−p .

Optimising this estimate with λ−
1
p−1 = h

− (N−p)
N+p2−2p we get

inf
uh∈Vh

‖D(Uλ,0 − uh)‖Lp(RN ) . hγ(p,N)

where

γ(p,N) =
N − p

N + p(p− 2)
.

A similar argument works for the quasi-norms

inf
uh∈Vh

∫
RN

(|DUλ,0|+ |D(Uλ,0 − uh)|)p−2|D(Uλ,0 − uh)|2dx . hα(p,N)

with

α(p,N) =
2(N − p)
N + p− 2

.
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5. Proof of the main results

In this section we first prove Proposition 1.2

(5.1) hγ(p,N) max{2,p} . Sh(p,N)− S(p,N) . hγ(p,N) min{2,p},

and secondly we consider the improved result in Theorem 1.1

(5.2) hα(p,N) . Sh(p,N)− S(p,N) . hα(p,N).

The proof of Theorem 1.1 follows the same overall strategy as that of Proposition 1.2, with the
key difference that the Sobolev distances used in Proposition 1.2 are replaced by quasi-norms
of the finite element analysis the p-Laplacian. This allows to obtain sharp lower and upper
bounds of the same asymptotic order in h.

The proof of Proposition 1.2 (and therefore that of Theorem 1.1 as well) is conducted in two
main steps:

• Step 1. In the first step we prove the upper bound in (5.1) (or in (5.2)). For that we
employ the finite element projection of suitable continuous minimizer Uλ by choosing
optimally the values of λ >> 1 and h << 1.
• Step 2. In the second step we prove the lower bound. Employing the general lower

bound for the deficit in (4.1), this is done by a suitable approximation in M of the
finite-element minimizer.

We consider the unit ball B. The Sobolev constant in the unit ball B coincides with that in
the whole space, although it is not attained in B; see [1].

We construct the space Vh as in Section 2 and use that

Sh(p,N) = min
uh∈Vh

‖Duh‖Lp(B)

‖uh‖Lp∗ (B)

= min
uh∈Vh

‖Duh‖Lp(RN )

‖uh‖Lp∗ (RN )

,

identifying Vh with the space of functions defined everywhere by extending them by zero outside
their support.

For notational simplicity, throughout this section we will write Sh and S in place of the full
expressions for the two constants introduced above.

Proof of Proposition 1.2. As described above we proceed in two main steps.
Step I. The upper bound. To obtain un upper bound we choose a suitable Uλ and the
finite element approximation uh,λ = Ih(Uλ − Uλ|∂Bh ) ∈ Vh extended by zero outside Bh, with a

suitable λ >> 1 and h << 1.
Lemma 4.10 shows that choosing

λ
1
p−1 = h

− (N−p)
N+p2−2p ,

we have
‖Duh,λ −DUλ‖Lp(RN ) ∼ hγ(p,N).

This allows us to use Corollary 4.5 to obtain

Sh ≤
‖Duh,λ‖Lp(RN )

‖uh,λ‖Lp∗ (RN )

≤ S + C(p,N)
(‖Duh,λ −DUλ‖Lp(RN )

‖Duh,λ‖Lp(RN )

)min{2,p}
.

Since ‖DUλ‖Lp(RN ) = 1 we also get ‖Duh,λ‖Lp(RN ) ' 1. Thus, we get the desired upper bound

Sh − S . hγ(p,N) min{2,p}.

Step II. The lower bound. Let uh ∈ Vh be a minimizer of Sh with, for simplicity, ‖Duh‖Lp(RN ) =
1.
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From the previous upper bound and the estimate of the Sobolev deficit (4.4) we have that
there exists Uch,λh,xh = chUλh,xh ∈M such that

hγ(p,N) min{2,p} & Sh − S = δ(uh) &
(‖Duh − chDUλh,xh‖Lp(RN )

‖Duh‖Lp(RN )

)max{2,p}
.

We now need to get a lower bound on the right hand side of this inequality in terms of h.
For this we need to gather further information on ch, xh and λh. We therefore proceed in two
steps.

• In the following we prove that ch → 1, xh ∈ Bh, λh ≥ λ0 and hλ
p

N−p
h ≤ Λ for some

positive constants λ0,Λ as h→ 0.
Since ‖Duh‖Lp(RN ) = ‖DUλh,xh‖Lp(RN ) = 1 it follows that |ch − 1| ≤ hγ(p,N) min{2,p}.

Choosing h small we trivially have |ch|p > 1/2 and then

o(1) =δ(uh) = ‖Dwh − chDUλh,xh‖
p
Lp(RN )

= |ch|p
∫
Bch

|DUλ,xh|pdx+

∫
Bh

|chDUλ,xh −Dwh|pdx

&
∫
Bc
|DUλh,xh|pdx+

∫
Bh

|DUλh,xh − c−1
h Duh|pdx

=

∫
Bc
|DUλh,xh|pdx+ Ih.

Assuming |xh| ≥ 1, Remark 4.8 shows that for all λ > 0 the exterior of the unit ball Bc

contains always a half space passing through xh and then

o(1) &
∫
Bc
|DUλh,xh|pdx ≥

1

2
.

Hence |xh| < 1. A similar argument shows that xh /∈ B \Bh.
Let us assume that, up to a subsequence, λh → 0. By estimate (4.14) we obtain

o(1) &
∫
Bc
|DUλh,xh|pdx = 1−

∫
B

|DUλh,xh|pdx ≥ 1− c1λ
p

N−p (N+ p
p−1

)

h ,

which gives a contraction. Hence, there exists a constant λ0 such that λh ≥ λ0 for all
sufficiently small h.

Let us now prove that the sequence (λ
p

N−p
h h)h>0 is uniformly bounded. Suppose, by

contradiction and up to a subsequence, that λ
p/(N−p)
h h→∞ . We will show in this case

that

Ih & 1.

Let xh ∈ Bh be the point where the maximum of the integrand Ih is essentially
concentrated. This point lies in some triangle T0h ∈ Th. Without loss of generality,
we may assume that the ball Bλ−p/(N−p)(xh) ⊂ T0h. If this inclusion does not hold, we
can instead consider the intersection T0h ∩ Bλ−p/(N−p)(xh) , which still contains a fixed
proportion of the ball. Due to the mesh regularity condition (2.1), this proportion is
independent of h.
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Since Dwh is constant inside triangle T0h, and satisfies c−1
h Dwh = Ah we can apply

estimate (4.18) from Lemma 4.9 to obtain a contradiction:

o(1) & Ih ≥
∫
|x−xh|<λ

− p
N−p

h

|λ
N
N−pDU(λ

p
N−p
h (x− xh))− Ah|pdx

=

∫
|x|<1

|DU(x)− Ahλ
− N
N−p

h |pdx ≥ inf
A∈RN

∫
|x|<1

|DU(x)− A|pdx ≥ C0 > 0.

• With the above considerations on xh, λh and hλ
p

N−p
h we proceed to prove the desired

lower bound. Choosing, if needed, a smaller value of h, we can assume

hλ
p

N−p
h ≤ Λ <

λp0
10
≤ λ

p
N−p
h

10
.

We use estimate (4.15) to obtain

(5.3)

∫
Bc
|DUλh,xh|p dx ≥ c1λ

− p
p−1

h ,

for some positive constant c1.
Let us now estimate the term Ih. Using that uh is piecewise constant in each triangle

T ∈ Th, by Lemma 2.2 and estimate (4.18), we obtain

Ih =
∑
T∈Th

∫
T

|DUλh,xh −Duh|p dx ≥
∑
T∈Th

min
AT∈RN

∫
T

|DUλh,xh − AT |p dx

&
∑
T∈Th

hN+pλ
p(N+p)
N−p min

x∈T
ap(λ

p
N−p
h |x− xh|).

We denote by T 1
h the elements T ∈ Th which have a nonempty intersection with the

ball {|x − xh| ≥ 2h}. Any element T ∈ T 1
h is included in the exterior of the ball

{|x− xh| < h} and for any x ∈ T ⊂ T 1
h we have

max
x∈T
|x− xh| ≤ |x− xh|+ hT ≤ |x− xh|+ h ≤ 2|x− xh|

and

|x− xh| ≤ max
x∈T
|x− xh| ≤ 2 min

x∈T
|x− xh| ≤ 2|x− xh|.

This implies that

Ih ≥
∑
T∈T 1

h

hN+pλ
p(N+p)
N−p

h min
x∈T

ap(λ
p

N−p
h |x− xh|) & hpλ

p(N+p)
N−p

∑
T∈T 1

h

∫
T

ap(λ
p

N−p
h |x− xh|) dx

& hpλ
p(N+p)
N−p

h

∫
h<|x−xh|,|x|<1−h

ap(λ
p

N−p
h |x− xh|) dx.

If |xh| < 1/2 then the set {h < |x−xh| < 1/4} is included in ωh = {h < |x−xh|, |x| <
1− h} ⊂ Bh since |x| ≤ |xh|+ |x− xh| < 1/2 + 1/4 < 1− h. This implies

Ih & hpλ
p(N+p)
N−p

h

∫
h<|x−xh|<1/4

ap(λ
p

N−p
h |x− xh|) dx ' hpλ

p2

N−p
h

∫
hλ

p
N−p
h <|y|<λ

p
N−p
h /4

ap(|y|) dy

& hpλ
p2

N−p
h

∫
Λ<|x|<λp0/4

ap(|x|) dx.
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When |xh| > 1/2, it may happen that xh lies close to the boundary of Bh. Nevertheless,
even in the worst-case scenario, we can always construct a cone centered at xh that is
entirely contained within the set ωh. Assume that xh = (x1h, 0

′) with x1h ∈ [1/2, 1].
Thus

{x = (x1, x
′), |x′ − 0′| ≤ α|x1h − x1|, 2h ≤ x1h − x1 ≤

1

2
} ⊂ ωh

since, in this case, |x| ≤ |x1|+α|x1−x1h| ≤ αx1h+(1−α)x1h = x1h−2(1−α)h < 1−h
for α < 1/2. Denoting

ω′ = {y = (y1, y
′), |y′| ≤ α|y1|, 2h ≤ y1 ≤

1

2
}

we obtain, after a change of variables, that

I1 & hpλ
p2

N−p
h

∫
y∈λ

p
N−p
h ω′

ap(|y|)dy & hpλ
p2

N−p
h ,

where we have used that the set λ
p

N−p
h ω′ contains a subset with positive measure, inde-

pendent of the small parameter h,

{y = (y1, y
′), |y′| ≤α|y1|, 2Λ ≤ y1 ≤

λp0
2
}

⊂ {y = (y1, y
′), |y′| ≤ α|y1|, 2hλ

p
N−p
h ≤ y1 ≤

λ
p

N−p
h

2
} ⊂ λ

p
N−p
h ω′.

Putting together the estimates for Ih and (5.3) we find that

Sh − S & (λ
− 1
p−1

h + hλ
p

N−p
h )max{2,p} & hγ(p,N) max{2,p}.

which finishes the proof.

�

Proof of Theorem 1.1. We proceed as above, but now considering the quasi-norms.
Step I. The upper bound. The proof follows the same ideas as in Proposition 1.2 by taking
uh,λ = Ih(Uλ−Uλ|∂Bh ) ∈ Vh. In view of estimate (4.19), ‖Duh,λ−DUλ‖p is small enough when

λ is large and hλ
p

N−p is small. This allows us to apply the upper bounds for the Sobolev deficit
in Lemma 4.3.

For p ≥ 2 the deficit estimates in Lemma 4.3 give

δ(uh,λ) .
∫
RN

(|Duh,λ|+ |DUλ −Duh,λ|)p−2|DUλ −Duh,λ|2dx

and estimate (4.20) leads to

δ(uh,λ) . λ−
p
p−1 + (hλ

p
N−p )2.

Taking λ such that λ
p
p−1 = (hλ

p
N−p )2 we find the desired estimate δ(uh) . hα(p,N) with

α(p,N) =
2(N − p)
N + p− 2

.
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For 1 < p < 2 we apply Lemma 4.3 to get

δ(uh,λ) ≤
∫
RN

(|Duh,λ|+ |D(Uλ − uh,λ)|)p−2|D(Uλ − uh,λ)|2dx

+
(∫

RN
|DUλ|p−1|D(Uλ − uh,λ| dx

)2

.

Using estimates (4.20) and (4.21) we obtain

δ(uh,λ) . λ−
p
p−1 + (hλ

p
N−p )2.

Taking λ conveniently, the proof of the upper bound is obtained as in the proof of Proposition
1.2.

Step II. The lower bound. As in the proof of Proposition 1.2 let us take uh ∈ Vh with
‖Duh‖Lp(RN ) = 1 and ‖uh‖Lp∗ (RN ) = 1/Sh. From the upper bound estimate in Step I we have

hα(p,N) & Sh − S = δ(uh).

By Lemma 4.1 there exists Uh = Uch,λh,xh such that and (4.5) holds:

δ(uh) &
∫
RN

(|Duh|+ |D(Uh − uh)|)p−2|D(Uh − uh)|2dx+

∫
RN
|D(Uh − uh)|pdx.

The same analysis in Step II of the proof of Proposition 1.2 shows that ch ' 1, hλ
p

N−p
h ≤ Λ and

λh ≥ λ0 > 0. Also ‖D(Uh − uh)‖Lp(RN ) ≤ 1 for h small and ‖DUh‖Lp(RN ) ' 1.
For p ≥ 2 the same analysis as in the proof of Proposition 1.2 shows that there exists a set

ω independent of h such that

δ(uh) &
∫
RN

(|Duh|+ |D(Uh − uh)|)p−2|D(Uh − uh)|2dx

&
∫
RN
|DUh|p−2|D(Uh − uh)|2dx

& λ
− p
p−1

h + (hλ
p

N−p
h )2

∫
ω

|u′(|y|)|p−2a2(|y|)dy & hα(p,N).

For 1 < p < 2 let us first recall the following inequality for quasi-norms in [4, Lemma 2.2]∫
Ω

(|Du|+ |Dv|)p−2dx ≥
‖D(u− v)‖2

Lp(Ω)

(‖Du‖Lp(Ω) + ‖Dv‖Lp(Ω))2−p .

Using that ‖DUh‖Lp(RN ) ' 1 we get

δ(uh) &
∫
RN

(|Duh|+ |D(Uh − uh)|)p−2|D(Uh − uh)|2dx

&
∫
Bch

|DUh|pdx+

∫
Bh

(|Duh|+ |D(Uh − uh)|)p−2|D(Uh − uh)|2dx

& λ
− p
p−1

h +
‖D(Uh − uh)‖2

Lp(Bh)

(‖DUh‖Lp(Bh) + ‖D(Uh − uh)‖Lp(Bh))2−p

& λ
− p
p−1

h + ‖D(Uh − uh)‖2
Lp(Bh).

From Step II of the proof of Proposition 1.2 we know that ‖D(Uh− uh)‖Lp(Bh) & hλ
p

N−p
h , hence

δ(uh) & λ
− p
p−1

h + (hλ
p

N−p
h )2 & hα(p,N)
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and the proof is completed. �

6. Conclusions and perspectives

In this paper, we have established sharp convergence rates for the P1 finite element approxi-
mations of the Sobolev constant. Our approach is inspired by existing techniques for analyzing
the deficit function in Sobolev inequalities in the continuous setting, but extends them through
significant new developments. These advances are particularly crucial given that the Sobolev
constant is not attained in bounded domains, necessitating a careful analysis of approximation
rates for explicitly known minimizing sequences.

Moreover, achieving sharp convergence rates requires working with quasi-norms commonly
used in the finite element analysis of the p-Laplacian, rather than with the standard W 1,p(RN)
norms. Our methodology builds on prior results concerning finite element approximation rates
for Laplacian eigenvalues, adapting them to the context of the Sobolev constant.

The techniques developed here can also be adapted to analyze P1 finite element approxima-
tions of other fundamental constants in the theory of PDEs and mathematical physics, such
as the Hardy constant, which is preliminarily discussed in [11]. This direction will be pursued
in future work, as it requires a substantial refinement of the methodology introduced in this
paper.

Finally, the questions explored here naturally extend to other settings, including the approx-
imation of the Sobolev constant using different classes of finite element methods. However,
addressing these extensions will require considerable additional work.
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7. Appendix

7.1. Piecewise linear approximations. In this section we prove the two Lemmas in Section
2.

Proof of Lemma 2.1. We proceed as in [6, Th. 4.4.4, Chapter 4]. We first prove that for any
element T and any u ∈ W 2,∞(Ω) we have

(7.1) ‖Dα(u− ITu)‖Lp(T ) ≤ Ch
2−|α|+N

p

T ‖D2u‖L∞(T )

where IT is the local linear interpolation operator on T . This gives immediately the case p =∞.
Summing over all the elements of Th gives the desired estimate for 1 ≤ p <∞.

To prove (7.1), we consider the case when T = T̂ is the reference element, hT = 1 and d
its diameter. The general case then follows by a homogeneity argument and the quasi-uniform
assumption on the mesh Th.

Writing IT̂ in explicit form as in [6, Lemma 4.4.1, p. 105] we find that

(7.2) ‖DαIT̂u‖C(T̂ ) ≤ C‖u‖C(T̂ ), |α| ≤ 1.

Note that here we refer to the reference finite element T̂ . So, the inequality is not affected
by any power of the mesh size h. This will enter later, by scaling, when dealing with meshes of
characteristic size h, as in the statement of the Lemma.

Consider x0 ∈ T̂ and the linear Taylor approximation

T 2
x0
u(x) =

∑
|α|≤1

1

α!
Dαu(x0)(x− x0)α.
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We emphasize that since we are working with regular functions W 2,∞(Ω) (and therefore in
C1(Ω̄)) instead of W 2,p, we do not need to use the averaged Taylor polynomial as in the

classical framework [6, Section 4.1]. Since T 2
x0
∈ P1(T̂ ) it follows that IT̂T 2

x0
= T 2

x0
and the

reminder

(R2u)(x) = u(x)− T 2
x0
u(x) = 2

∑
|α|=2

(x− x0)α
∫ 1

0

1

α!
sDαu(x+ s(x0 − x))ds

satisfies (see also [6, (4.3.5), p. 101])

(7.3) |(R2u)(x)| ≤ C(diameter(T̂ ))2‖D2u‖L∞(T̂ ).

It follows that, for any |α| ≤ 1,

Dα(u− IT̂u) = Dα(u− T 2
x0
u) +Dα(T 2

x0
− IT̂u) = Dα(u− T 2

x0
u) +Dα(IT̂ (T 2

x0
u− u)).

In view of estimates (7.2) and (7.3), for any u ∈ W 2,∞(T̂ ),

|Dα(u− IT̂u)(x)| ≤ ‖Dα(u− T 2
x0
u)‖C(T̂ ) + ‖Dα(IT̂ (T 2

x0
u− u))‖L∞(T̂ )

≤ ‖R2u‖L∞(T̂ ) + ‖T 2
x0
u− u‖L∞(T̂ ) ≤ 2‖R2u‖L∞(T̂ ) ≤ C‖D2u‖L∞(T̂ ).

Integrating over T̂ we get the desired result.
Let us now consider the case of a general element T and the affine transform BT mapping

T̂ to T , and û in u. Using the previous estimate in T̂ and the fact that all the elements are
quasi-regular we obtain:∫

T

|Dα
x (u− ITu)|pdx ≤ Ch

−|α|p
T | detBT |

∫
T̂

|Dα
x̂ (û− IT̂ û)|pdx̂

≤ Ch
−|α|p+N
T

∫
T̂

|Dα
x̂ (û− IT̂ û)|pdx̂

≤ Ch
−|α|p+N
T ‖D2

x̂û‖
p

L∞(T̂ )
≤ Ch

−|α|p+N
T (h2

T‖D2
xu‖L∞(T ))

p

= Ch
(2−|α|)p+N
T ‖D2

xu‖
p
L∞(T ).

In the case of estimate (2.5) we use (7.2) to obtain∫
T

|Dα
x (ITu)|pdx ≤ Ch

−|α|p
T | detBT |

∫
T̂

|Dα
x̂ (IT̂ û)|pdx̂ ≤ Ch

−|α|p+N
T

∫
T̂

|Dα
x̂ (IT̂ û)|pdx̂

≤ Ch
−|α|p+N
T ‖û‖p

C(T̂ )
≤ Ch

−|α|p+N
T ‖u‖pC(T ).

This shows that

‖DαIhu‖Lp(T ) . h
−|α|+N

p

T ‖u‖L∞(T ),

and finishes the proof. �

Before proving Lemma 2.2 let us first consider the one-dimensional case.

Lemma 7.1. Let −∞ < a < b < ∞ and u ∈ C2([a, b]). For any p ∈ (1,∞) there exists a
positive constant C(p) such that∫ b

a

|u′(r)− A|pdr ≥ C(p)(b− a)p+1 inf
r∈[a,b]

|u′′(r)|p, ∀ A ∈ R.
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Proof. Consider the function f(A) =
∫ b
a
|u′(r) − A|pdr. It is a convex function satisfying

limA→±∞ =∞. It attains its minimum at a point A0 such that∫ b

a

|u′(r)− A0|p−1 sgn((u′(r)− A0))dr = 0.

It follows that there exists r0 ∈ (a, b) such that u′(r0) = A0. Using that

|u′(r)− u′(r0)| ≥ |r − r0| inf
[a,b]
|u′′(r)|

we get the desired estimate

f(A) ≥ inf
[a,b]
|u′′(r)|p

∫ b

a

|r − r0|pdr = C(p)(b− a)p+1 inf
r∈[a,b]

|u′′(r)|p.

This finishes the proof. �

Proof of Lemma 2.2. To fix the ideas we prove it for the direction x1. For any A1 ∈ R we have:∫
T

|∂x1u− A1|pdx ≥ C(p)ρN+p
T min

x∈T
|∂x1x1u(x)|p.

Take a cube CρT ⊂ BρT ⊂ T . To simplify the presentation let us assume CρT = [0, L]N . We
write x = (x1, x

′) and apply the one-dimensional result in Lemma 7.1:∫
T

|∂x1u− Ai|pdx ≥
∫
CρT

|∂x1u− Ai|pdx =

∫
[0,L]N−1

∫ L

0

|∂x1u− Ai|pdx1dx
′

≥ C(p)LN+p min
x∈T
|∂x1x1u(x)|p ≥ C(p)ρN+p

T min
x∈T
|∂x1x1u(x)|p.

Let us now consider the general case. It is enough to prove that, for any A ∈ RN and
ξ ∈ SN−1, it holds ∫

BρT

|Du− A|pdx ≥ C(p)ρN+p
T min

x∈Ω
|ξTD2u(x)ξ|p.

Consider a rotation R of the unit sphere SN−1 such that Re1 = ξ and v(y) = u(Ry). Using the
previous step for v and the fact that, Dv(y) = RTDu(Ry), D2v(y) = RTD2u(Ry)R we get for
any A ∈ RN that

min
x∈BρT

|ξTD2u(x)ξ|p = min
x∈BρT

|eT1RTD2u(x)Re1|p = min
x∈BρT

|eT1D2v(x)e1|p

≤ 1

C(p)ρN+p
T

∫
BρT

|Dv − A|pdx =
1

C(p)ρN+p
T

∫
BρT

|RT (Du)− A|pdx

=
1

C(p)ρN+p
T

∫
BρT

|Du−RA|pdx.

Replacing A by RTA gives the desired result. �

7.2. An elementary inequality. The following holds:

Lemma 7.2. Let q ∈ (1,∞). Then, there exists positive constants Aq and Bq such that

(7.4)
∣∣|a+ b|q − |a|q − q|a|q−2ab

∣∣ ≤ Aq|a|q−2|b|2 +Bq|b|q, ∀a, b ∈ R.
Furthermore Aq = 0 if q ∈ (1, 2].

On the other hand, for suitable Aq, Bq and Cq the following inequalities hold:

(7.5) |x+ y|q ≤ |x|q + q|x|q−2x · y + Aq|x|q−2|y|2 +Bq|y|q, ∀x, y ∈ RN
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with Aq = 0 when q ∈ (1, 2], and

(7.6) |x+ y|q ≤ |x|q + q|x|q−2x · y + Cq
(|x|+ |y|)|q

|x|2 + |y|2
|y|2, ∀x, y ∈ RN .

Proof. Some cases are treated in [14, Lemma 3.2]. For completeness we give here a short proof.
Let us begin with (7.4). By homogeneity we can reduce the proof to the following one:∣∣|1 + z|q − 1− qz

∣∣ ≤ Aq|z|2 +Bq|z|q,∀z ∈ R.

It is clear that for |z| > 1 the inequality is true with Aq = 0 independent of the value of q.
When |z| < 1 we have to consider the case when z ' 0. Taylor’s expansion yields

|1 + z|q − 1− qz = O(|z|2) ≤ O(|z|min{2,q}), z ∼ 0.

So, for q < 2, one can choose Aq = 0.
Inequality (7.5) holds trivially when |x| = 0. Also, one can consider only the case when
|x| = 1 and after a rotation we can also assume x = (1, 0, . . . , 0). It is then sufficient to prove
that that (

(1 + y1)2 + |y′|2
)q/2
≤ 1 + qy1 + Aq|y|2 +Bq|y|q

for y = (y1, y
′) ∈ R× RN−1.

When q ≤ 2 we easily have(
(1 + y1)2 + |y′|2

)q/2
≤ |1 + y1|q + |y′|q ≤ 1 + qy1 +Bq|y1|q + |y′|q ≤ 1 + qy1 + B̃q|y|q.

For q > 2 we distinguish cases q/2 ≤ 2 and q/2 > 2. When q/2 ≤ 2, in view of inequality (7.4),(
(1 + y1)2 + |y′|2

)q/2
≤ |1 + y1|q +

q

2
|1 + y1|q−2|y′|2 +Bq/2|y′|q

≤ |1 + y1|q + Cq(|y|2 + |y|q)
≤ 1 + qy1 + Aq|y1|2 +Bq|y1|q + Cq(|y|2 + |y|q)
≤ 1 + qy1 + C ′q(|y|2 + |y|q).

When q/2 > 2, using again inequality (7.4), we have(
(1 + y1)2 + |y′|2

)q/2
≤ |1 + y1|q +

q

2
|1 + y1|q−2|y′|2 + Aq/2|1 + y1|q−4|y′|4 +Bq/2|y′|q

≤ |1 + y1|q + Cq(|y|2 + |y|q + |y|4)

≤ 1 + qy1 + Aq|y1|2 +Bq|y1|q + Cq(|y|2 + |y|q)
≤ 1 + qy1 + C ′q(|y|2 + |y|q).

Let us now consider the last inequality (7.6). For q ≥ 2 it is an immediate consequence of
the second one. When q ≤ 2 it remains to prove that(

(1 + y1)2 + |y′|2
)q/2
≤ 1 + qy1 + Cq

(1 + |y|)q

1 + |y|2
|y|2.

In this case we easily have(
(1 + y1)2 + |y′|2

)q/2
≤ |1 + y1|q + |y′|q ≤ 1 + qy1 +Bq|y1|q + |y′|q ≤ 1 + qy1 + B̃q|y|q.
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For |y| ≥ 1 we get the desired estimate since |y|q . (1+|y|)q
1+|y|2 |y|

2. When |y| ≤ 1 we use that

(1 + x)α ≤ 1 + αx for all 0 < α < 1 and x > −1:(
(1 + y1)2 + |y′|2

)q/2
= (1 + 2y1 + y2

1 + |y′|2)q/2 ≤ 1 + qy1 +
q

2
(y2

1 + |y′|2) ≤ 1 + qy1 +
q

2
|y|2

.
(1 + |y|)q

1 + |y|2
|y|2.

The proof is now completed. �

7.3. Proof of Lemma 4.3. Let u be such that ‖u‖Lp∗ (RN ) = 1 and

δ(u) = ‖Du‖Lp(RN ) − S(p,N) < S(p,N).

Then S(p,N) ≤ ‖Du‖Lp(RN ) ≤ 2S(p,N) and, using

|yp − xp| = |(y − x)ξp−1| ≥ |x|p−1|y − x|, ∀|x| < |y|,
we get

(7.7) δ(u) = ‖Du‖Lp(RN ) − S(p,N) ≤ 1

(S(p,N))p−1
(‖Du‖p

Lp(RN )
− (S(p,N))p).

It suffices, therefore, to estimate the right hand side of the above inequality.
Let v ∈M and set ε = ‖D(u− v)‖Lp(RN ). We write

u = v + ‖Du−Dv‖Lp(RN )

u− v
‖Du−Dv‖Lp(RN )

:= v + εϕ,

where ‖Dϕ‖Lp(RN ) = 1. Also, ‖Dv‖Lp(RN ) ' ‖Du‖Lp(RN ) ' S(p,N)‖v‖Lp∗ (RN ) ' S(p,N). The
two cases 1 < p < 2 and 2 ≤ p < N are treated differently.

Case I. 2 ≤ p < N . Inequality (7.6) shows that for any q > 1 and x, y ∈ RN the following
holds

(7.8) |x+ y|q ≤ |x|q + q|x|q−2x · y + Cq(|x|+ |y|)q−2|y|2.
Thus we obtain

‖Du‖p
Lp(RN )

=

∫
RN
|D(v + εϕ)|pdx

≤
∫
RN
|Dv|pdx+ εp|Dv|p−2Dv ·Dϕ+ Cpε

2(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx.

We use that for p∗ > 1 inequality |1 + x|p∗ ≥ 1 + p∗x holds or all x ∈ R to get

‖u‖p
Lp∗(RN )

≥
(∫

RN
(|v|p∗ + εp∗|v|p∗−2vϕ) dx

)p/p∗
= ‖v‖p

Lp∗

(
1 + εp∗

∫
RN |v|

p∗−2vϕ dx

‖v‖p∗
Lp∗

)p/p∗
.

Since ∣∣∣ ∫
RN
|v|p∗−2vϕ dx

∣∣∣ ≤ ‖v‖p∗−1

Lp∗ (RN )
‖ϕ‖Lp∗ (RN ) . 1

we obtain, by Taylor’s expansion,

‖u‖pLp∗ ≥ ‖v‖
p

Lp∗

(
1 + εp

∫
RN |v|

p∗−2vϕ dx

‖v‖p
Lp∗

− Cε2
(∫

RN |v|
p∗−2vϕ dx

‖v‖p∗
Lp∗

)2)
.

Putting together the above two estimates and using that

(7.9)

∫
RN
|Dv|pdx = (S(p,N))p‖v‖p

Lp∗ (RN )
,
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(7.10)

∫
RN
|Dv|p−2Dv ·Dϕdx = (S(p,N))p‖v‖p−p

∗

Lp∗ (RN )

∫
RN
|v|p∗−2vϕdx,

we get

δ(u) . ‖Du‖p
Lp(RN )

− (S(p,N))p‖u‖pLp∗

= ε2

∫
RN

(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx+ ε2
(∫

RN
|v|p∗−2vϕ dx

)2

‖v‖p−2p∗

Lp∗ (RN )
.

Hölder’s inequality and [14, Lemma 3.3] give us(∫
RN
|v|p∗−2vϕdx

)2

≤
(∫

RN
|v|p∗−2ϕ2 dx

)(∫
RN
|v|p∗ dx

)
. ‖v‖p

∗

Lp∗ (RN )

∫
RN
|Dv|p−2|Dϕ|2 dx.

This shows that

δ(u) . ε2

∫
RN

(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx+ ε2

∫
RN
|Dv|p−2|Dϕ|2 dx

=

∫
RN

(|Dv|+ |D(u− v)|)p−2|D(u− v)|2dx+

∫
RN
|Dv|p−2|D(u− v)|2 dx.

This is exactly the estimate in Remark 4.4. Since p ≥ 2 we immediately obtain (4.9).
Case II. 1 < p < 2. In this setting,

‖u‖p
∗

Lp∗ =

∫
RN
|v + εϕ|p∗ dx ≥

∫
RN
|v|p∗ dx+ εp∗

∫
RN
|v|p∗−2vϕ dx

and, by inequality (7.6),

‖Du‖p
∗

Lp(RN )
=
(∫

RN
|D(v + εϕ)|p dx

)p∗/p
≤
(∫

RN
|Dv|p + εp|Dv|p−2DvDϕ+ Cpε

2(|Dv|+ ε|Dϕ|)p−2|Dϕ|2 dx
)p∗/p

= ‖Dv‖p
∗

Lp(RN )

(
1 +

εp
∫
RN |Dv|

p−2DvDϕ+ Cp
∫
RN ε

2(|Dv|+ ε|Dϕ|)p−2|Dϕ|2

‖Dv‖p
Lp(RN )

dx
)p∗/p

.

For small x we have

|1 + x|p∗/p ≤ 1 +
p∗

p
x+ Cx2

and this gives us

‖Du‖p
∗

Lp(RN )
≤‖Dv‖p

∗

Lp(RN )
+ εp∗‖Dv‖p

∗−p
Lp(RN )

∫
RN
|Dv|p−2DvDϕdx

+ ε2Cpp
∗

p
‖Dv‖p

∗−p
Lp(RN )

∫
RN

(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx

+ C‖Dv‖p
∗−2p
Lp(RN )

(
εp

∫
RN
|Dv|p−2DvDϕdx+ Cp

∫
RN
ε2(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx

)2

.

Since for p < 2 we trivially have

ε2

∫
RN

(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx ≤ εp
∫
RN
|Dϕ|pdx = εp.
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Identities (7.9) and (7.10) imply that

δ(u) . ‖Du‖p
∗

Lp(RN )
− (S(p,N))p‖u‖p

∗

Lp∗

. ε2

∫
RN

(|Dv|+ ε|Dϕ|)p−2|Dϕ|2dx+
(
ε

∫
RN
|Dv|p−2DvDϕdx

)2

=

∫
RN

(|Dv|+ |D(u− v)|)p−2|D(u− v)|2dx+
(∫

RN
|Dv|p−1|D(u− v)| dx

)2

which finishes the proof.

7.4. Proof of Corollary 4.5. Let us consider u ∈ Ẇ 1,p with ‖Du‖Lp(RN ) = 1 such that
d(u,M) = ε with ε a small positive parameter, so that there exists v = vu ∈ M such that
d(u,M) = ‖D(u − v)‖Lp(RN ) = ε. Since v ∈ M, ‖u‖Lp∗ (RN ) ' ‖v‖Lp∗ (RN ) and δ(u) is that
Lemma 4.3 applies. For p ≥ 2 and ε < 1 we have

δ(u) .
∫
Rn

(|Du|+ |Dv|)p−2|D(u− v)|2 .
∫
Rn

(|D(u− v)|+ |Du|)p−2|D(u− v)|2

. ‖D(u− v)‖p
Lp(RN )

+ ‖Du‖p−2
Lp(RN )

‖D(u− v)‖2
Lp(RN )

. ‖D(u− v)‖2
Lp(RN ).

A similar argument works for 1 < p < 2 since ‖Dv‖Lp(RN ) ≤ 2 for small ε:

δ(u) .
∫
RN

(|Dv|+ |D(u− v)|)p−2|D(u− v)|2dx+
(∫

RN
|Dv|p−1|D(u− v)|dx

)2

.
∫
RN
|D(u− v)|pdx+

(∫
RN
|Dv|pdx

)2/p′ (∫
RN
|D(u− v)|pdx

)2/p

. ‖D(u− v)‖p
Lp(RN )

+ ‖D(u− v)‖2
Lp(RN ) . ‖D(u− v)‖p

Lp(RN )
.

This finishes the proof.

7.5. Proof of Lemma 4.7. Let us assume, without loss of generality, that x0 = (x01, 0, . . . , 0)
with |x01| < 1. Using the explicit form of Uλ,x0(x), and denoting

Aλ = {(y1, y
′) ∈ R× RN−1, |(y1 + λ

p
N−px01, y

′)| ≤ λ
p

N−p}

we obtain, by an elementary change of variables,∫
|x|<1

|DUλ,x0|pdx =

∫
Aλ

|DU(y)|pdy = CN

∫
Aλ

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

.

Observe that, since |x01| < 1, Aλ ⊂ {y ∈ RN , |y| ≤ 2λ
p

N−p}. Then the upper bound in (4.14)
holds for all λ > 0:∫

|x|<1

|DUλ,x0|pdx .
∫
|y|≤2λ

p
N−p

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

.
∫ 2λ

p
N−p

0

rN−1+ p
p−1dr

(1 + r
p
p−1 )N

.

For the lower bound in (4.14) observe that for |x01| ≤ 1/2, there is always a ball centered at

the origin included in Aλ, {|y| < λ
p

N−p/2} ⊂ Aλ. Then∫
|x|<1

|DUλ,x0|pdx &
∫
|y|<λ

p
N−p /2

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

& λ
p

N−p (N+ p
p−1

), ∀ λ < 1.
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Let us now consider the case when 1/2 < |x01| < 1 and choose the particular case 1/2 < x01 < 1.
Observe that

y ∈ Aλ ⇐⇒ |y′|2 + y2
1 + 2y1λ

p
N−px01 ≤ λ

2p
N−p (1− x2

01)

and then, for λ small enough,

Bλ := {(y1, y
′) ∈ R× RN−1, |y′|2 + y2

1 + 4y1λ
p

N−p ≤ 0, y1 ≤ 0} ⊂ Aλ ⊂ {|y| < 1}.

Moreover, Bλ = λ
p

N−pB1 and then∫
Bλ

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

≥ 1

2N

∫
Bλ

|y|
p
p−1dy ' λ

p
N−p (N+ p

p−1
)

∫
B1

|y|
p
p−1dy.

The proof of estimate (4.14) is finished.
Let us now consider the inequalities in (4.15). They are reduced to estimate the minimizers

outside the unit ball ∫
|x|>1

|DUλ,x0|pdx = CN

∫
Acλ

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

.

Using that for λ > 1, {y ∈ RN , |y| ≥ 2λ
p

N−p} ⊂ Acλ we have∫
Acλ

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

≥
∫
|y|≥2λ

p
N−p

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

≥
∫
|y|≥2λ

p
N−p
|y|−

p(N−1)
p−1 dy ' λ−

p
p−1 .

Also, observe that Aλ = λ
p

N−pA1 and any y ∈ Ac1, i.e. |y+(x01, 0)| ≥ 1, satisfies |y| ≥ 1−|x01|.
Hence ∫

Acλ

|y|
p
p−1dy

(1 + |y|
p
p−1 )N

= λ
p

N−p (N+ p
p−1

)

∫
Ac1

|y|
p
p−1dy

(1 + λ
p2

(N−p)(p−1) |y|
p
p−1 )N

≤ λ
p

N−p (N+ p
p−1

)

∫
|y|>1−|x01|

|y|
p
p−1dy

(1 + λ
p2

(N−p)(p−1) |y|
p
p−1 )N

≤ λ−
p
p−1

∫
|y|≥1−|x01|

|y|−
p
p−1

(N−1)dy =
λ−

p
p−1

(1− |x01|)
N−p
p−1

.

This proves (4.15) and finishes the proof.

7.6. Proof of Lemma 4.9. Using a translation and a scaling argument it is sufficient to
consider the case x0 = 0 and λ = 1. For the radially symmetric function U(x) = u(|x|) we have

∂xixjU(x) = u′′(r)
xixj
r2

+ u′(r)
δijr

2 − xixj
r3

and the eigenvalues of the Hessian matrix are λk(D
2(x)) ∈ {u′′(r), u

′(r)
r
}.

Explicit computation show that

u′′0(r) =
cN,p
p− 1

(1 + r
p
p−1 )−

N
p
−1(1− (N − 1)r

p
p−1 )r

2−p
p−1 ,

u′0(r) = cN,pr
1
p−1 (1 + r

p
p−1 )−

N
p .

Thus

∆U(x) =
cN,p
p− 1

r
2−p
p−1

(
1 + r

p
p−1

)−N
p
−1[

(p− 2)(N − 1)(r
p
p−1 + 1) +N − 2

]
.
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and for any 1 ≤ i, j ≤ n we have

|∂xixjU(x)| . |u′′(r)|+ |u
′(r)|
r
. r

2−p
p−1

(
1 + r

p
p−1

)−N
p
.

It implies that under the assumption 1 < p < N , D2U ∈ Lp(RN). Indeed,∫
RN
|D2U(x)|pdx .

∫ ∞
0

rN−1r
(2−p)p
p−1

(
1 + r

p
p−1

)−N
dr <∞

since

N +
p(2− p)
p− 1

− Np

p− 1
< 0⇔ p > 1

and

N +
p(2− p)
p− 1

> 0⇔ p ∈ (
N + 2−

√
N2 + 4

2
,
N + 2 +

√
N2 + 4

2
) ⊇ (1, N).

A scaling argument proves (4.16) and∫
|x|<1

|D2Uλ,x0(x)|pdx . λ
p2

N−p .

Let us now consider the lower bounds. Explicit computations show that

∆U(x) =
cN,p
p− 1

r
2−p
p−1

(
1 + r

p
p−1

)−N
p
−1[

(p− 2)(N − 1)r
p
p−1 + 1 + (p− 1)(N − 1)

]
.

For p ≥ 2 we have

|∆U(x)| ≥ cN,p(p− 2)(N − 1)

p− 1
r

2−p
p−1

(
1 + r

p
p−1

)−N
p
−1

= AN,pr
2−p
p−1

(
1 + r

p
p−1

)−N
p
−1

.

The sets

Γk =
{
x ∈ RN : |∂xkxku(x)| > AN,p

2N
r

2−p
p−1

(
1 + r

p
p−1

)−N
p
−1

, k = 1, . . . , N
}

cover the space RN and then the conclusion holds.

When 1 < p < 2 the proof is more delicate since there exists a set {x : |x|
p
p−1 = 1/(N − 1)}

where u′′(r) = 0 and then λ1(D2U(x)) = 0. Also, there is a point x = 0 where u′(r)/r =
λ1(D2U(x)) = 0. However, since the Hessian is non-degenerate, we can cover these sets with
cylinders in which there exist directions on S1 along which the associated quadratic form admits
a uniform lower bound.

Let us take a point x ∈ {x : |x|
p
p−1 = 1/(N − 1)}. For simplicity assume x = (x0, 0

′) ∈
R× RN−1. Choosing ε = 1/100, there exists δ0 such that

|λ1(H(x))| = |u′′(|x||) < εa(|x|)

and

|λ2(H(x))| = |u′(|x|)/|x|| > a(|x|)
for all x = (x1, x

′) in the cylinder Cδ0 = {|x1 − x0| < δ0, |x′ − 0′| < δ0}. Using that

|(ξ1, 0
′)TH(x)(ξ1, 0

′)| = |ξ2
1 ||u′′(|x|)| < εa(|x|),

and

|(0, ξ′)TH(x)(0, ξ′)| = |ξ′|2 |u
′(|x|)|
|x|

> a(|x|),
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there exists αε such that for all ξ ∈ {ξ ∈ S1, |ξ1| < αε|ξ′|} it holds

|ξTH(x)ξ| > 1

2
a(|x|), ∀x ∈ Cδ0 .

Covering the set x ∈ {x : |x|
p
p−1 = 1/(N − 1)} with a finite number of cylinders we obtain the

desired property. A similar argument works when |x| = 0.

7.7. Proof of Lemma 4.10. For simplicity we write Uλ instead of Uλ,0. We split all the
integrals over Bh and Bc

h. Since functions in Vh vanish outside Bh, there is no contribution from
this region. In view of the way the polyhedral domain Bh is constructed, Bc

h ⊂ {|x| > 1− h}.
The same arguments as in the proof of (4.15) lead to∫

Bch

|DUλ|pdx ≤
∫
|x|>1−h

|DUλ|pdx ≤
∫
|x|>1/2

|DUλ|pdx . λ−
p
p−1 .

It remains to estimate the integrals in Bh. We proceed in several steps.
Step I. Proof of (4.19). Let us denote

Ih =

∫
Bh

|DUλ −Duh|pdx.

When p > N/2 classical estimates for the linear interpolator [6, Theorem 4.4.20, p. 108] and
the result in (4.17) show that

Ih ≤ hp‖D2Uλ‖pLp(Bh) . (hλ
p

N−p )p,

which finishes the proof of (4.19).
Let us now consider the case 1 < p ≤ N/2, in which we will make use of the estimate provided

in Lemma 2.1.We estimate differently the terms in the triangles T which are outside the ball
{|x| < 2h}. If x ∈ T ∈ Th with T ⊂ {|x| > 2h}, we have |x| > 2h > 2hT , |x| ≤ infx∈T |x|+hT <
infx∈T |x| + |x|/2 and then |x| ≤ supx∈T |x| ≤ 2 infx∈T |x| ≤ 2|x|. In this case estimate (4.16)
gives us

|T |‖D2Uλ‖pL∞(T ) . |T | sup
x∈T

λ
p(N+p)
N−p a(λ

p
N−p |x|) . λ

p(N+p)
N−p

∫
T

ap(λ
p

N−p |x|)dx.

Using Lemma 2.1 it follows that

I1h :=
∑

T∈Th,T⊂{|x|>2h}

∫
T

|DUλ −Duh|pdx ≤ hp
∑

T∈Th,T⊂{|x|>2h}

|T |‖D2Uλ‖pL∞(T )

. hpλ
p(N+p)
N−p

∫
2h<|x|<1

ap(λ
p

N−p |x|)dx = hpλ
p2

N−p

∫ ∞
0

ap(r)rN−1dr . hpλ
p2

N−p .

The triangles T ∈ Th that are not entirely contained outside the ball {|x| < 2h} are included
within the larger ball {|x| < 3h}. We denote by I2h the part of the integral corresponding to
these triangles. We recall the following estimates for the linear interpolator (2.5)

‖DIhu‖Lp(T ) . h
−1+N

p

T ‖u‖L∞(T ), p ≥ 1.
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From the construction of Bh we have Uλ|∂Bh = Uλ|∂B = Cλ. It follows that Duh = DIh(Uλ −
(Uλ)|∂Bh) = DIh(Uλ) and thus

I2h ≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

(|DUλ|p + |Duh|p)dx .
∫
|x|<3h

|DUλ|pdx+ hN−p‖Uλ‖pL∞(|x|<3h)

.
∫ 3hλp/(N−p)

0

|u′0(s)|psN−1ds+ hN−pλp‖U‖p
L∞(RN )

. (hλ
p

N−p )N+ p
p−1 + (hλ

p
N−p )N−p . (hλ

p
N−p )N−p.

Summing with the estimate for I1h and using that 1 < p ≤ N/2 we get the desired result

Ih . (hλ
p

N−p )p + (hλ
p

N−p )N−p . (hλ
p

N−p )p.

Step II. Proof of (4.20). Let us first consider the case p ≥ 2. For p > N/2 we use the error
estimates for the quasi-norms in [12, Th. 3.1] to get

Ih :=

∫
Bh

(|DUλ|+ |DUλ −Duh|)p−2|DUλ −Duh|2dx

. h2

∫
Bh

(|DUλ|+ h|D2Uλ|)p−2|D2Uλ|2dx

. h2

∫
Bh

|DUλ|p−2|D2Uλ|2dx+ hp
∫
Bh

|D2Uλ|pdx

≤ (hλ
p

N−p )2

∫ ∞
0

|u′(r)|p−2a2(r)rN−1dr + hpλ
p2

N−p

∫ ∞
0

ap(r)rN−1dr

. (hλ
p

N−p )2 + (hλ
p

N−p )p . (hλ
p

N−p )2.

Let us consider the case 2 ≤ p ≤ N/2. We split Ih = I1h + I2h as in Step I. For the first term
we use similar arguments as in Step I:

I1h : =
∑

T∈Th,T⊂{|x|>2h}

∫
T

(|DUλ|+ |DUλ −Duh|)p−2|DUλ −Duh|2dx

≤
∑

T∈Th,T⊂{|x|>2h}

∫
T

(|DUλ|p−2|DUλ −Duh|2 + |DUλ −Duh|p)dx

≤ h2
∑

T∈Th,T⊂{|x|>2h}

‖DUλ‖p−2
L∞(T )

∫
T

|DUλ −Duh|2dx+ hpλ
p2

N−p

. hpλ
p2

N−p + h2

∫
|x|>2h

|DUλ|p−2|D2Uλ|2dx

≤ (hλ
p

N−p )p + (hλ
p

N−p )2

∫ ∞
0

|u′(r)|p−2a2(r)rN−1dr . (hλ
p

N−p )2.

For the term I2h we proceed as in the Step I since N − p ≥ p ≥ 2:

I2h ≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

(|DUλ|+ |DUλ −Duh|)p−2|DUλ −Duh|2dx

≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

(|DUλ|p + |Duh|p)dx . (hλ
p

N−p )N−p ≤ (λ
p

N−p )2.
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Let us now consider the case 1 < p < 2:

I1h =
∑

T∈Th,T⊂{|x|>2h}

∫
T

(|DUλ|+ |DUλ −Duh|)p−2|DUλ −Duh|2dx

≤
∑

T∈Th,T⊂{|x|>2h}

h2‖D2Uλ‖2
L∞(T )

∫
T

|DUλ|p−2dx

≤ h2

∫
|x|>2h

(λ
N
N−p )p−2|u′(λ

p
N−p |x|)|p−2λ

2(N+p)
N−p |a(λ

p
N−p |x|)|2dx

≤ (hλ
p

N−p )2

∫ ∞
0

|u′(r)|p−2a2(r)rN−1dr . (hλ
p

N−p )2.

We use that for p ≤ 2 function a is uniformly bounded near the origin to get

I2h ≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

(|DUλ|+ |DUλ −Duh|)p−2|DUλ −Duh|2dx

≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

|DUλ −Duh|pdx ≤ hp
∑

T∈Th,T⊂{|x|<3h}

|T |‖D2Uλ‖pL∞(T )

≤ hp+Nλ
(N+p)p
N−p ap(λ

p
N−ph) . (hλ

p
N−p )N+p.

Remark 7.3. At this point it is important top observe that, even if the following inequality
holds

I2h ≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

(|DUλ|+ |DUλ −Duh|)p−2|DUλ −Duh|2dx

≤
∑

T∈Th,T⊂{|x|<3h}

∫
T

|DUλ|p−2|DUλ −Duh|2dx,

it is useless in practice since the last integral diverges over the triangle T containing the origin.
This is so as |DUλ|p−2 fails to be integrable in a neighborhood of the origin, in contrast to
|DUλ|p, which remains integrable. This is why the estimate in (4.11) had to be improved to
the one in (4.9).

Step III. Proof of (4.21). With similar notations as in the previous steps

I1h :=
∑

T∈Th,T⊂{|x|>2h}

∫
T

|DUλ|p−1|DUλ −Duh|dx

≤ h
∑

T∈Th,T⊂{|x|>2h}

‖D2Uλ‖L∞(T )

∫
T

|DUλ|p−1dx

. h(λ1+ p
N−p )p−1λ

(N+p)
N−p

∫
2h<|x|<1

|u′(λ
p

N−p |x|)|p−1a(λ
p

N−p |x|)dx

≤ hλ
N(p−1)
N−p λ

(N+p−pN)
N−p

∫ ∞
0

|u′(r)|p−1a(r)rN−1dr . hλ
p

N−p .

For the second term I2h we proceed as before but we cannot compare ‖D2uλ‖pL∞(T ) with its

integral. Instead, since we are in the ball {|x| < 3h} and p < 2 we can compare it with the
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values at |x| = h and use that a(r) . r
2−p
p−1 for 0 < r < 1:

I2h ≤ h
∑

T∈Th,T⊂{|x|<3h}

∫
T

|DUλ|p−1‖D2Uλ‖L∞(T )

≤ hλ
(N+p)
N−p a(λ

p
N−ph)λ

N(p−1)
N−p

∫
|x|<3h

|u′(λ
p

N−p |x|)|p−1dx

≤ hλ
(p+pN)
N−p (λ

p
N−ph)

2−p
p−1λ

−pN
N−p

∫ ∞
0

|u′(r)|p−1rN−1dr

≤ (hλ
p

N−p )
1
p−1 . hλ

p
N−p .

The proof is now complete.
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