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Abstract. We address binary classification using neural ordinary differential equations from the perspective
of simultaneous control of N data points. We consider a single-neuron architecture with parameters fixed as
piecewise constant functions of time. In this setting, the model complexity can be quantified by the number of
control switches. Previous work has shown that classification can be achieved using a point-by-point strategy
that requires O(N) switches. We propose a new control method that classifies any arbitrary dataset by se-
quentially steering clusters of d points, thereby reducing the complexity to O(N/d) switches. The optimality
of this result, particularly in high dimensions, is supported by some numerical experiments. Our complexity
bound is sufficient but often conservative because same-class points tend to appear in larger clusters, simpli-
fying classification. This motivates studying the probability distribution of the number of switches required.
We introduce a simple control method that imposes a collinearity constraint on the parameters, and analyze
a worst-case scenario where both classes have the same size and all points are i.i.d. Our results highlight
the benefits of high-dimensional spaces, showing that classification using constant controls becomes more
probable as d increases.
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1 Introduction

At the heart of machine learning lies supervised learning [1], a framework that has been
successfully applied in a vast number of domains [2, 3]. The main objective is to learn an
unknown mapping F : X → Y . To achieve this, a model F̂ : X → Y to approximate F
is constructed by minimizing a loss function, using only the available—possibly noisy—
values of F over a finite dataset D ⊂ X × Y . Our focus is on evaluating the minimal
complexity required for F̂ to fit the points in D without error.

In the context of data classification, the range of F is finite, and its elements are referred
to as labels. Over the years, a wide variety of models have been developed, with notable
examples including linear discriminants [4], support vector machines [5], random forests
[6], and neural networks [7]. In [8], a methodology from a control perspective is proposed,
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based on modeling deep residual networks (ResNets, [9]) as continuous-time dynamical
systems known as neural ordinary differential equations (neural ODEs).

Neural ODEs have seen the development of several variants [10–12], yet the standard
form remains as {

ẋ(t) = W(t)σ(A(t) x(t) + b(t)), t ∈ (0, T),
x(0) = x0, (1.1)

where:

• x0 ∈ Rd is an input point;

• (W, A, b) ∈ L∞((0, T), Rd×p ×Rp×d ×Rp) are parameters to be trained;

• d, p ≥ 1 are the state dimension and the width of the model, respectively;

• σ : Rp → Rp is a prefixed nonlinear Lipschitz function applied component-wise.

Existence and uniqueness of the solution to (1.1) is guaranteed by the Cauchy–Lipschitz
theorem, ensuring the well-definedness of the flow map

Φt(·; W, A, b) : x0 ∈ Rd 7−→ x(t) ∈ Rd, for t ∈ [0, T]. (1.2)

The formulation of (1.1) naturally frames supervised learning as a control problem. Here,
the input space is X = Rd, and the parameters (W, A, b) serve as controls that simultane-
ously guide all input points toward their respective target positions in Rd. To match the
output space, a mapping g : Rd → Y is introduced as a final layer. The complete model
is thus defined by the composition F̂ = g ◦ΦT.

We focus on binary classification with a hard classifier, whereby Y = {1, 0} and g is
the characteristic function of a fixed set. Nonetheless, our results can be extended to any
multiclass setting by fixing g as a weighted sum of predefined characteristic functions,
each corresponding to a distinct label.

Neural ODEs were originally conceived as a tool for understanding deep ResNets, but
they have since made a significant impact on machine learning. Their continuous-time
framework facilitates mathematical analysis and provides practical benefits like incorpo-
rating structure or the design of new discrete schemes. For more details, we refer to [8].

Notation

• Scalars are denoted by plain letters, vectors by boldface letters, and matrices by up-
percase letters. The scalar product of two vectors u, v is written as u · v.

• Subscripts identify elements of a set. Superscripts identify components of a vector.

• {e1, . . . , ed} denotes the canonical basis in Rd.

• Sd−1 denotes the (d− 1)−dimensional sphere in Rd.

• The cardinality of a set X is denoted by |X |.

• For x ∈ R, we write dxe := min {n ∈ Z : n ≥ x}, bxc := max {n ∈ Z : n ≤ x} .
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2 Problem formulation and main results

Let D := {(xn, yn)} ⊂ Rd × {1, 0} be a finite dataset such that xi 6= xj for all i 6= j. We
define the classesR (red circles) and B (blue crosses) by

R = {xn ∈ Rd : (xn, 1) ∈ D}, B = {xn ∈ Rd : (xn, 0) ∈ D}. (2.1)

We adopt the simplified version of neural ODEs with one-neuron width. Namely, we set
p = 1 in (1.1), which yields

ẋ(t) = w(t)σ(a(t) · x(t) + b(t)), for t ∈ (0, T). (2.2)

Here, σ(·) = (·)+ is the rectified linear unit (ReLU), while θ = (w, a, b) belongs to

ΘT := L∞
(
(0, T) ; Sd−1 ×Rd ×R

)
.

and is assumed to be piecewise constant. Imposing this constraint reduces optimization
to a finite-dimensional space [12], while also inducing a layered structure akin to that of a
discrete ResNet [13, 14]. For any control θ ∈ ΘT, we define the complexity of (2.2) as the
number of finite-jump discontinuities (or switches) of θ over (0, T), denoted by L.

Classification can essentially be interpreted as transforming data into representations
in which different classes are separable. In the neural ODE framework, given a dataset
(R,B), the goal is to find a control θ ∈ ΘT for (2.2) that induces a finite-time flow map ΦT
satisfying

ΦT(R; θ) ⊂ τR and ΦT(B; θ) ⊂ τB ,

where (τR, τB) is a pair of linearly separable regions of Rd. For simplicity, we fix (τR, τB)
to be half-spaces of the form(
{x(i) > 1}, {x(i) ≤ 1}

)
or

(
{x(i) ≤ 1}, {x(i) > 1}

)
for i ∈ {1, . . . , d}, (2.3)

and the hyperplane {x(i) = 1} as decision boundary. We make use of the dynamics of
(2.2) in a constructive manner, by carefully defining each value of the piecewise constant
control θ ∈ ΘT. On the layer t ∈ (tk−1, tk) ⊂ (0, T), the parameters a(t) ≡ a ∈ Rd and
b(t) ≡ b ∈ R determine the hyperplane H : a · x + b = 0 and the two half-spaces

H+ :=
{

x ∈ Rd : a · x + b > 0
}

, H− := Rd \ H+.

The half-space H− remains fixed because σ(a · x + b) = 0 for all x ∈ H−. in contrast, each
point x ∈ H+ evolves according to the vector field w(a · x + b). The direction of this field
is constant and determined by w ∈ Sd−1, while its magnitude at each x ∈ H+ is equal to
the distance from x to the hyperplane H.

This overview of the dynamics suggests that classifying data points using (2.2) is in-
trinsically related to identifying a set of hyperplanes that separate them by labels. All in
all, there is a clear relationship between the complexity of the controls in (2.2) and the
geometric structure of the data distribution. The following questions naturally arise:
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Question 1. What is the minimum number of discontinuities required to ensure that any
dataset with a fixed number of points can be classified?

Question 2. What is the probability that a given dataset can be classified using exactly
L = k discontinuities, for any k ≥ 0?

Regarding Question 1, it was established in [13] that L = 3 min {|R|, |B|} switches are
sufficient to classify (R,B) with (2.2). The proof involves sequentially steering each point
in R ∪ B individually to its corresponding target τR or τB . Our first main result refines
this bound by relying on the concept of general position, a classical notion in combinatorial
geometry [15–18]. We consider the following definition, illustrated in Figure 2.1:

Definition 2.1. A set X ⊂ Rd is in general position if, for every 0 ≤ k ≤ d − 1, no affine
subspace in Rd of dimension k contains more than k + 1 points of X .

Assuming this mild condition—easily achieved by slight perturbations of the dataset—
we construct a family of pairwise parallel hyperplanes that enclose all points of one class
by subsets of size d. We can then define a simultaneous control method that classifies the
points within these subsets rather than individually, thereby reducing the bound for L:

Theorem 2.1. Let d ≥ 2. For any dataset (R,B) defined as in (2.1) in general position and any
pair of target sets (τR, τB) defined as in (2.3), there exist T > 0 and a piecewise constant control
θ ∈ ΘT whose number of discontinuities is

L = 4
⌈

min {|R|, |B|}
d

⌉
− 1,

such that the flow map of the neural ODE (2.2) satisfies ΦT(R; θ) ⊂ τR and ΦT(B; θ) ⊂ τB .

Theorem 2.1 holds almost surely as long as the points are sampled from a non-singular
measure. However, numerous data points sharing the same label may initially be clus-
tered together, enabling their control with fewer parameters. This observation motivates
the introduction of a probabilistic framework to address Question 2.

We consider the worst-case scenario where all points are i.i.d., and the sizes are fixed
at |R| = |B| = N. To simplify the analysis, we introduce a new control method that
restricts a(t) to be a constant, although optimally chosen. This constraint will allow us to
determine the exact probability distribution of L for this method.

Theorem 2.2. Let d ≥ 2 and N ≥ 1. Consider any dataset (R,B) defined as in (2.1), with
|R| = |B| = N. Assume every point x ∈ R ∪ B is independently sampled from an absolutely
continuous probability measure on [0, 1]d. Then, with probability 1, there exist T > 0, a pair of
target sets (τR, τB) defined as in (2.3), and θ = (w, a, b) ∈ ΘT with

a(t) ∈ {e1, . . . , ed} constant for all t ∈ (0, T),

such that the flow map of the neural ODE (2.2) satisfies ΦT(R; θ) ⊂ τR and ΦT(B; θ) ⊂ τB .
Furthermore, θ is piecewise constant with L discontinuities following, for 0 ≤ k ≤ 2N − 2,

P(L ≥ k) =

 N

∑
p=d k

2+1e

(
N − 1
p− 1

)2
+

N−1

∑
p=d k+1

2 e

(
N − 1

p

)(
N − 1
p− 1

)d

2d
(

2N
N

)−d
. (2.4)
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Figure 2.1: X ⊂ R2 is in general position if no three points
of X lie on the same line. X ⊂ R3 is in general position if,
additionally, no four points lie on the same plane.

Figure 2.2: Configuration where the maximum
number of 2N − 1 hyperplanes is required to
separate the points.

Remark 2.1. Stirling’s approximation simplifies (2.4) for large values of d and N. If we set
k = 1, the formula reduces to

P(L ≥ 1) =

(
1− 2

(
2N
N

)−1
)d

∼ exp

{
−
√

πN
22N−1 d

}
.

Assuming both d and N grow according to some relation d = d(N), we can deduce that

if lim
N→∞

22N

d(N)
√

N
= 0 then lim

N→∞
P(L = 0) = 1.

This observation reveals an explicit trade-off between d and N that allows classifying all
points employing a constant control, or equivalently, with an autonomous neural ODE.

The control method of Theorem 2.2 is designed so that distribution (2.4) is derived from
the number of hyperplanes required to separate the points by labels. The maximum value
L = 2N− 2, corresponding to 2N− 1 hyperplanes, also improves upon the bound of [13].

In the following theorem, we take a geometric perspective on the problem to show
that the maximum number of hyperplanes required to separate the two classes is indeed
2N − 1. Moreover, we characterize the pathological point configurations that attain this
maximum, as illustrated in Figure 2.2.

Theorem 2.3. Let d, N ≥ 1. For any dataset (R,B) defined as in (2.1) with |R| = |B| = N,
the maximum number of hyperplanes in Rd required to separate the points by labels is 2N − 1.
Furthermore, this maximum is attained if and only if the points of R and B are collinear and
alternating, i.e., there exist u, u0 ∈ Rd and −∞ < λ1 < · · · < λ2N < +∞ such that

u0 + λ2k−1u ∈ R and u0 + λ2ku ∈ B for all k ∈ {1, . . . , N}.

We note that deriving the maximum is relatively straightforward; the main challenge
lies in showing that it is attained only when all points are collinear and alternating.

Roadmap

In Section 3, we develop the mathematical framework, which mainly relies on hyperplane
separability. We begin by proving Theorem 2.3 and then present combinatorial results—
first for d = 1 and later in higher dimensions—that culminate in Theorem 2.2. In Section 4,
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assuming all points are in general position (see Definition 2.1), we construct a family of
pairwise parallel hyperplanes that separate the dataset, with each pair enclosing exactly d
points of the same class. Next, we prove Theorem 2.1 by defining a classification method
that sequentially controls these subsets of size d, and analyze alternative activation func-
tions that further reduce the value of L. Although most results are static and not specific
to neural ODEs, Theorems 2.1 and 2.2 incorporate dynamic algorithms, distinguishing
them from standard linear classifiers. In Section 5, we perform a computational test using
gradient-based training to estimate the minimal complexity required for neural ODEs to
classify datasets of fixed size. We then compare these results to the complexity obtained
in Theorem 2.1. We conclude with a summary of our main contributions, a discussion on
connections and extensions, and open questions for future work.

Related work

The theoretical study of neural ODEs from a control theory perspective has gained signif-
icant attention in recent years, opening several and promising research directions.

One line of research explores the approximation power of neural ODE flows, using
either geometric techniques based on Lie brackets [19–21] or constructive methods for
simultaneous control [13, 22]. In [23], the authors conducted a detailed study of controlla-
bility and its connection with density in Lp spaces for p < +∞. Universal approximation
in L∞ was established for a specific class of diffeomorphisms in [24]. We also highlight the
work of [25], which demonstrates density in L1(Rd) for the family of ResNets with one
neuron per hidden layer, corresponding to the forward Euler discretization of (2.2).

Another approach studies the training process as an optimal control problem. In [26],
population risk minimization in deep learning is formulated as a mean-field optimal con-
trol problem, and Hamilton–Jacobi–Bellman and Pontryagin optimality conditions are de-
rived. [27] proposes a modification of the successive approximations method by augment-
ing the Hamiltonian to solve Pontryagin’s maximum principle, resulting in an alternative
training algorithm with rigorous error estimates. [28] employs a continuity equation to
study the mean-field dynamics, examining the existence and uniqueness of minimizers
in the optimal control problem with L2-regularization and establishing a mean-field maxi-
mum principle. In [29], the result is improved by introducing a kinetic regularization term
in the loss function, and proving the existence of minimizers. [30] considers the classical
empirical risk minimization, deriving a manifestation of the turnpike property through
specific regularization terms. Additionally, [31] reduces the complexity for data classifica-
tion by introducing an L1-norm penalty, which promotes temporal sparsity in the control.

We follow a third direction that consists of estimating the complexity required to con-
trol N points. To the best of our knowledge, the only study addressing this problem in the
one-neuron width model (2.2) is [13], where the bound of O(N) switches is established.
We build upon their results by reducing to O(N/d) switches, and deriving a probabilistic
result. In [14], the result of [13] is generalized to any finite width p, resulting in a complex-
ity of O(N/p). The problem is also explored in [32], which examines a neural ODE with
a second-order time derivative to further enrich the dynamics, maintaining a complexity
of O(N). Furthermore, [33] investigates the controllability of probability measures for the
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continuity equation that extends (2.2) and considering errors in total variation.

3 Classification via canonical separability

Suppose that all points of the dataset (2.1) are independently sampled from a particular
absolutely continuous probability measure on [0, 1]d, with |R| = |B| = N fixed, and that
they satisfy the following condition:

x(j)
n 6= x(j)

m , for all j ∈ {1, . . . , d} and n 6= m. (3.1)

Note that (3.1) is fulfilled with probability 1. We now introduce our concept of separability:

Definition 3.1. A finite family H of affine (d − 1)-dimensional hyperplanes in Rd separates
(R,B) if they break the cube [0, 1]d into polyhedra, each of them containing points of at most one
of the two sets. We say that suchH is a collection of separating hyperplanes for (R,B).

Note that some polyhedra might not contain any point from the two sets. Now, for any
pair (R,B) as in (2.1), and any collection of hyperplanesH in Rd, let us consider

Zd,N(R,B) := min {|H| : H separates (R,B)} . (3.2)

As defined, Zd,N is a random variable that maps each pair (R,B) to the minimum cardi-
nality of any collection of separating hyperplanes for (R,B).

Theorem 2.2 is based on separating (R,B) using hyperplanes that are orthogonal to
an optimally chosen canonical vector. We refer to this approach as canonical k-separability,
drawing on the concept of k-separability introduced in [34]. A finite set {xn} ⊂ Rd with
binary labels is k-separable if there exists w ∈ Sd−1 such that the projections w · xn can be
divided into k disjoint intervals, each containing only projections with the same label.

Canonical k-separability is a similar concept, but it constrains w to the canonical basis.
We will determine the exact probability that (R,B) is k-separable under this constraint,
which requires adapting the definition of Zd,N in (3.2).

For each i = 1, . . . , d, the usual projection πi : Rd → R is defined by πi(x) = x(i) for all
x ∈ Rd. Let Πi be the pointwise extension of πi, given by

Πi(X ) =
{

πi(x1), . . . , πi(xN)
}
=
{

x(i)1 , . . . , x(i)N

}
for all X = {xn}N

n=1 ⊂ Rd satisfying condition (3.1), which ensures |Πi(X )| = N.
We introduce the random variable Zi

d,N such that

Zi
d,N(R,B) = Z1,N

(
Πi(R), Πi(B)

)
(3.3)

for any pair (R,B) defined as in (2.1). The value Zi
d,N(R,B) represents the minimum

number of points required to separate the projections of both sets on the i-th Cartesian
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Figure 3.1: Z1
d,N = 3 and Z2

d,N = 4 computed by projecting the data on the respective axes x(1) and x(2).

axis. Those points determine a family of parallel hyperplanes in Rd given by the equations
x(i) = Hj with j = 1, . . . , Zi

d,N(R,B), that separate (R,B) in Rd, see Figure 3.1.
Given d, N ≥ 1, we define

Z⊥d,N := min
{

Z1
d,N , . . . , Zd

d,N

}
. (3.4)

The variable Z⊥d,N represents the minimum cardinality of any family of separating hyper-
planes, all of which are perpendicular to some Cartesian axis. For the example shown in
Figure 3.1, we would compute Z⊥d,N(R,B) = 3.

Now, we prove Theorem 2.3 to determine and characterize the maximum value of Zd,N :

Proof of Theorem 2.3. By relabeling the points, with no loss of generality we can assume

R = {xn}1≤n≤N and B = {xN+n}1≤n≤N .

First, we prove
max
(R,B)

Zd,N(R,B) = 2N − 1. (3.5)

Case d = 1. When the points of the pair (R,B) are alternating, i.e.,

x1 < xN+1 < x2 < · · · < xN < x2N or xN+1 < x1 < xN+2 < · · · < x2N < xN , (3.6)

we have Z1,N(R,B) = 2N− 1. Conversely, if the points ofR∪B are not alternating, then
the number of line segments connecting consecutive points with different labels is less
than 2N − 1 and prove (3.5) with d = 1.

Case d > 1. Since Zd,N ≤ Z⊥d,N as defined in (3.4), we deduce that max Zd,N ≤ 2N − 1
using (3.5) for d = 1. To show that max Zd,N ≥ 2N− 1, assume the 2N points ofR∪B are
collinear and alternating. To separate (R,B), each of the 2N− 1 line segments connecting
two consecutive points of different labels must then be intersected by a hyperplane. Since
any hyperplane that does not contain the entire line can intersect it in at most one point,
we need at least 2N − 1 hyperplanes to separate (R,B), as illustrated in Figure 2.2.
Necessity of being collinear and alternating (only if). If the points ofR∪B are collinear
but not alternating, then the number of line segments connecting consecutive points with
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Figure 3.2: Figures supporting the argument presented in the proof of Theorem 2.3.

Figure 3.3: Figures supporting the argument presented in the proof of Theorem 2.3.

different labels is less than 2N − 1. Consequently, fewer than 2N − 1 hyperplanes suffice
to separate them, that is, Zd,N < 2N − 1.

To show that collinearity is also a necessary condition to attain the maximum, we pro-
ceed by induction on N. For N = 1 the claim is trivial. For N = 2, if the four points are
not collinear, their convex hull is at most a triangle, quadrilateral, or tetrahedron, which
implies Zd,N ≤ 2.

Let N > 2 and suppose that R ∪ B is not contained in any line, yet Zd,N(R,B) =

2N − 1. Since the dataset is finite, we can choose a line r ⊂ Rd with direction v ∈ Sd−1

such that the orthogonal projection of R∪B onto r is injective. The number of points of r
required to separate the projected sets is then 2N − 1. Indeed, it is at most 2N − 1 (as per
(3.5) for d = 1), and on the other hand, these points correspond to a family of hyperplanes
orthogonal to r that separate (R,B), so it must be at least Zd,N(R,B) = 2N − 1. All in
all, we can choose hyperplanes H1, . . . , H2N−1 orthogonal to r that separate (R,B), and
moreover, the projected points {v · xi}2N

i=1 ⊂ R must be alternating as in (3.6). Without loss
of generality, we may assume

v · x1 < h1 < v · xN+1 < · · · < v · xN < h2N−1 < v · x2N ,

where hi = v · hi and hi = Hi ∩ r ⊂ Rd, as illustrated in Figure 3.2 (left). We then define
R′ = R \ {x1} and B′ = B \ {xN+1}, each containing N − 1 points.

Now, we show that Zd,N−1(R′,B′) = 2N − 3. Suppose that k hyperplanes G1, . . . , Gk
in Rd suffice to separate (R′,B′) for some 1 ≤ k ≤ 2N − 4. Then the pair (R,B) can be
separated using k + 2 hyperplanes H1, H2, G1, . . . , Gk, as illustrated in Figure 3.2 (right).
Since k + 2 ≤ 2N − 2 < 2N − 1, this contradicts the fact that Zd,N(R,B) = 2N − 1.
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The remainder of the proof consists of verifying that (R,B) can be separated by at most
2N− 2 hyperplanes, which would lead to a contradiction. Since Zd,N−1(R′,B′) = 2N− 3,
the inductive hypothesis on N − 1 ensures that R′ ∪ B′ must be collinear along some line
r′ ⊂ Rd. By assumption, the points inR∪B are not collinear, which implies that x1 6∈ r′ or
xN+1 6∈ r′. Let G1, . . . , G2N−3 be hyperplanes that separate (R′,B′) and each intersecting
r′ transversely, that is, we can set gj = Gj ∩ r′ ∈ Rd. We distinguish two cases:

1. If x1, xN+1 and g1 are not collinear, we can consider any hyperplane G′1 that inter-
sects the open segment [x1, xN+1] = {tx1 + (1 − t)xN+1 | 0 < t < 1} transversely, and
which also intersects the line r′ transversely at g1. If x1 is on the same side of G′1 as x2,
the family {G′1, G2, . . . , G2N−3} separates (R,B)—as illustrated in Figure 3.3 (left)—and
Zd,N(R,B) = 2N − 3 (contradiction). Otherwise, we also consider any hyperplane G0
that intersects transversely with the open segment [x2, xN+1] and with the open segment
[x1, xN+2]. Then, {G0, G′1, G2, . . . , G2N−3} separates (R,B), as represented in Figure 3.3
(right), and Zd,N(R,B) = 2N − 2 (contradiction).
2. If x1, xN+1 and g1 are collinear, we can slightly translate G1 and perturb its intersection
point with r′ from g1 to another point g′1 of the open segment [x2, xN+2]. Thus, we can
ensure that x1 and xN+1 and g′1 are not collinear and apply case 1.

To obtain the probability distribution of Z⊥d,N , we first solve the case d = 1 employing
combinatorial techniques:

Lemma 3.1. For N ≥ 1, let Z1,N be as defined in (3.2). For any 1 ≤ k ≤ 2N − 1, we have

P(Z1,N = k) =


2
(

N − 1
p− 1

)2(2N
N

)−1
if k = 2p− 1,

2
(

N − 1
p

)(
N − 1
p− 1

)(
2N
N

)−1
if k = 2p.

(3.7)

Proof. Since all points inR∪B are i.i.d., each possible ordering is equally likely. Therefore,
to determine P(Z1,N = k), we count the fraction of orderings that have exactly k gaps
between consecutive subsets of points with different labels. We compute the number of
such favorable configurations by dividing them into two cases based on the parity of k:

Case 1: k = 2p − 1, for 1 ≤ p ≤ N. Any ordering of the points in R ∪ B that leads
to Z1,N(R,B) = 2p − 1 can be represented as the union of two partitions of R and B,
respectively constituted of subsets Ri ⊂ R and Bi ⊂ B, for i ∈ 1, . . . , p, with lengths
|Ri| = ri and |Bi| = bi, that satisfy

p

∑
i=1

ri =
p

∑
i=1

bi = N. (3.8)

There are (N−1
p−1 ) possible partitions {R1, . . . , Rp} of R, determined by the choice of p− 1

gaps between consecutive elements ofR, among the total N− 1 possibilities. Analogously,
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Figure 3.4: Examples for case 1 in the proof of Lemma 3.1.

Figure 3.5: Examples for case 2 in the proof of Lemma 3.1.

there are (N−1
p−1 ) possible partitions {B1, . . . , Bp} of B, to insert in the p gaps and therefore

obtain Z1,N(R,B) = k. So there are (N−1
p−1 )

2
possible configurations. On the other hand, we

can repeat the argument but now considering the (N−1
p−1 ) possible partitions of B and then

inserting Ri into the p gaps. Both situations are symmetric; the only difference between
them lies in whether the smallest point of R ∪ B (and thus the first subset of the two
partitions) belongs to R or B, as shown in Figure 3.4. Consequently, the total number of

configurations for (R,B) that yield Z1,N(R,B) = 2p− 1 is 2(N−1
p−1 )

2
.

Case 2: k = 2p, for 1 ≤ p ≤ N − 1. To obtain Z1,N(R,B) = 2p, we need an even number
of gaps between subsets of the same color, so now we must consider the partitions of R
and B that are respectively constituted of subsets Ri, Rp+1 ⊂ R and Bi ⊂ B for i ∈ 1, . . . , p
(or the reverse situation) with lengths |Ri| = ri and |Bi| = bi, that satisfy

p+1

∑
i=1

ri =
p

∑
i=1

bi = N. (3.9)

Like in case 1, there exist (N−1
p ) possible partitions {R1, . . . , Rp+1} ofR and (N−1

p−1 ) possible

partitions {B1, . . . , Bp} of B. So there are (N−1
p )(N−1

p−1 ) possibilities, each one depending on

a choice of (r1, . . . , rp+1) ∈ Np+1 and (b1, . . . , bp) ∈ Np satisfying (3.9). We take also into
account the symmetric situation, when the partitions of R and B are respectively of the
form {R1, . . . , Rp} and {B1, . . . , Bp+1}, shown in Figure 3.5. Therefore, it follows that the
number of configurations for (R,B) that yield Z1,N(R,B) = 2p is 2(N−1

p )(N−1
p−1 ).

Finally, the total number of possibilities is exactly the number of ways to choose N
points out of 2N, which is given by the central binomial coefficient (2N

N ). Indeed,

2
N

∑
p=1

(
N − 1
p− 1

)2
+ 2

N−1

∑
p=1

(
N − 1

p

)(
N − 1
p− 1

)
=

(
2N
N

)
.
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Figure 3.6: Schematic overview of the full control method used to prove Theorem 2.2. Parallel hyperplanes Hi
separate the two classes into point clusters, which then move vertically in zigzag until all points are classified.

Remark 3.1. The probability mass function in (3.7) can be expressed in terms of the hy-
pergeometric distribution, whose mass function is defined by

H(k; M, K, n) =
(K

k)(
M−K
n−k )

(M
n )

,

for all 0 ≤ M, 0 ≤ K, n ≤ M, and max{0,−M + K + n} ≤ k ≤ min{K, n}. Thus, for each
1 ≤ k ≤ 2N − 1 we deduce

P(Z1,N = k) =

N(2N − 1)−1H(p− 1; 2N − 2, N − 1, N − 1), if k = 2p− 1,

(N − 1)(2N − 1)−1H(p; 2N − 2, N − 1, N), if k = 2p.

As a consequence of Lemma 3.1, we get the distribution of Z⊥d,N for any d ≥ 1:

Corollary 3.1. Let Z⊥d,N be as defined in (3.4), for some d, N ≥ 1. For 1 ≤ k ≤ 2N − 1, we have

P(Z⊥d,N ≥ k) =

 N

∑
p=d k+1

2 e

(
N − 1
p− 1

)2
+

N−1

∑
p=d k

2 e

(
N − 1

p

)(
N − 1
p− 1

)d

2d
(

2N
N

)−d
. (3.10)

Proof. Let k ∈ {1, . . . , 2N− 1}. By definition of Z⊥d,N , and the fact that Zi
d,N are independent

and identically distributed to Z1,N for all i, we can compute

P
(

Z⊥d,N ≥ k
)
= P

(
min

i=1,...,d
Zi

d,N ≥ k
)
= (P (Z1,N ≥ k))d .

We conclude the proof by applying Lemma 3.1 to deduce

P (Z1,N ≥ k) =

 N

∑
p=d k+1

2 e

(
N − 1
p− 1

)2
+

N−1

∑
p=d k

2 e

(
N − 1

p

)(
N − 1
p− 1

) 2
(

2N
N

)−1
.
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The results derived in this section are now used to prove Theorem 2.2. For clarity, the
whole control method is represented in Figure 3.6 and formalized in Algorithm 1.

Proof of Theorem 2.2. By definition of (3.4), there exists a family of hyperplanes H1, . . . , Hz,
with z = Z⊥d,N(R,B), that are orthogonal to ei for some i ∈ {1, . . . , d} and separate (R,B).
Moreover, Z⊥d,N(R,B) follows the distribution given by (3.10).

Without loss of generality we can assume i = 1, so the family of hyperplanes is{
Hj : x(1) = hj

}z

j=1
for some 0 < h1 < · · · < hz < 1.

For any fixed k ∈ {2, . . . , d}, we define τR = {x(k) > 1} and τB = {x(k) ≤ 1}. We then
classify the points by clusters based on their x(1)-coordinates in ascending order. We can
assume that {x ∈ R ∪ B : x(1) < h1} ⊂ B. If this is not the case, we swap the definitions
of τR and τB , and also the roles ofR and B in this proof.

Taking t0 = 0, we build the controls

(w, a, b)(t) =
z

∑
j=1

(wj, aj, bj)1[tj−1,tj)
(t),

with wj = (−1)j+1ek, aj = e1, bj = −hj. (3.11)

Each time horizon tj ≥ tj−1 is chosen so that every point x ∈ R∪ B with hj < x(1) < hj+1
is mapped via (wj, aj, bj) to its corresponding target region τR or τB . This is possible
because the dataset is finite. Moreover, these movements do not affect points that have
already been classified, since those satisfy x(1) < hj.

The described method classifies all points according to their labels, and the number of
switches is L = z− 1. Consequently, L inherits the probability distribution of Z⊥d,N .

Remark 3.2. Theorem 2.2 admits an interpretation in terms of the total variation semi-
norm, defined by

|θ|TV(0,T) = sup
P

|P|

∑
i=1
‖θ(ti)− θ(ti−1)‖,

where the supremum is taken over all finite partitions P = {0 = t0 < t1 < · · · < t|P| = T}.
In particular, for piecewise constant functions we have that | · |TV(0,T) equals the sum of
the magnitudes of its jump discontinuities. Thus, the control θ given by (3.11) will satisfy

|θ|TV(0,T) ≤ L · max
1≤j≤L

√
‖wj+1 −wj‖2 + |bj+1 − bj|2 ≤

√
5L.

From here, we can estimate the probability distribution of |θ|TV(0,T) via

P
(
|θ|TV(0,T) ≥ λ

)
≤ P

(
L ≥ λ√

5

)
, for all λ > 0

and then apply (2.4).
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Algorithm 1 Classification of two N-point sets

Require: Two N-point setsR,B ⊂ [0, 1]d

Ensure: Classification ofR and B
1: u← ei . Optimal direction for canonical separability
2: τR ← {x(k) > 1}, τB ← {x(k) < 1} . For any coordinate k 6= i
3: R∪B ← Reorder(R∪B; i) . Sort all points by ascending i-th coordinate
4: S ← {x1}, anchor← 0
5: for j ∈ {2, . . . , 2N} do
6: if yj−1 = yj then
7: S ← S ∪ {xj}
8: else if xj−1 ∈ B and xj ∈ R then
9: while S ⊂ τR do

10: R∪B ← neuralODET=1

(
R∪B; w = −ek, a = u, b = anchor

)
11: end while
12: S ← {xj}, anchor← −u · xj−1
13: else if xj−1 ∈ R and xj ∈ B then
14: while S ⊂ τB do
15: R∪B ← neuralODET=1

(
R∪B; w = ek, a = u, b = anchor

)
16: end while
17: S ← {xj}, anchor← −u · xj−1
18: end if
19: end for

Remark 3.3. If we allow a to be any vector in Rd, then the constraint (3.1) can be removed
in Theorem 2.2, ensuring the existence of T, (τR, τB) and θ in every case, rather than almost
surely. To accomplish this, we choose a new vector basis in which (3.1) holds, and note
that the conclusion of Lemma 3.1 remains valid in the new coordinates.

4 Classification by separability in general position

Let (R,B) be as in (2.1), and assume for now that |R| = |B| = N. We recall Definition 2.1
and the random variable Zd,N , defined in (3.2), to introduce the following quantity:

M(d, N) := max
{

Zd,N(R,B) : (R,B) as (2.1) in general position, |R| = |B| = N
}

.

Observe that for d = 1, any set of points is naturally in general position, so the result
from Theorem 2.3 applies directly. Consequently, we have M(1, N) = 2N − 1 for all N, as
stated in (3.5). However, when d > 1, the situation changes significantly. Assuming gen-
eral position eliminates the pathological configurations described in Theorem 2.3, thereby
reducing the maximum possible value of Zd,N .

For example, assume that d = N = 2. Here, we find M(2, 2) = 2, which is less than
2 · 2− 1 = 3. To show this, consider connecting the two red points with a line r. Since all
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points are in general position, none of the blue points can lie on r. There are two possible
cases:

1. If the blue points are on the same side of r then we can separate R from B with one
line r′ parallel to r, as shown in Figure 4.1 (left).

2. If the blue points are on different sides of r then we can separate R from B with two
lines r′ and r′′ parallel to r, as shown in Figure 4.1 (right).

In the example of Figure 4.1 (left), if the lines were restricted to be perpendicular to the
canonical axes, two lines would be needed to separate (R,B). Moreover, if the lines also
had to be parallel—as in the framework of Section 3—then three lines would be required.

The argument used in the simple case (d, N) = (2, 2) can be extended to derive a
general bound for M(d, N) that shows the improvement over Theorem 2.3 when the points
are in general position. To this end, we cover R with (possibly overlapping) subsets of
size d, and then separate (R,B) by isolating these subsets using hyperplanes under a
transversality condition.

Proposition 4.1. Let d, N ≥ 1, fix i ∈ {1, . . . , d} and let (R,B) be as (2.1) in general po-
sition, with |R| = |B| = N. Then, there exist hyperplanes H′1, H′′1 , . . . , H′dN/de, H′′dN/de that
separate (R,B). Moreover, for all j = 1, . . . , dN/de the following hold:

1. H′j and H′′j are parallel;

2. H′j and H′′j enclose exactly min{d, |R|} points ofR and no points of B.

3. H′j and H′′j are not orthogonal to ei;

In particular, for all d, N ≥ 1 it follows that

M(d, N) ≤ 2
⌈

N
d

⌉
. (4.1)

Proof. If d ≤ N, we can choose R̂1, . . . , R̂dN/de ⊂ R such that R = R̂1 ∪ · · · ∪ R̂dN/de, with
|R̂j| = d for all j. Otherwise, build R̂1 by augmenting the set R with d− N points chosen
from Rd \ B so that R̂1 ∪B remains in general position. SinceR∪B is in general position,
each R̂j spans a unique hyperplane Ĥj ⊂ Rd satisfying

(R∪B \ R̂j) ∩ Ĥj = ∅ and Ĥj 6= Ĥk for all j 6= k. (4.2)

For each j, choose two hyperplanes Ĥ′j and Ĥ′′j that are parallel to Ĥj and lie in the two

distinct connected components of Rd \ Ĥj. If these hyperplanes are chosen sufficiently
close to Ĥj, then the region between Ĥ′j and Ĥ′′j contains the subset R̂j and no other points
ofR∪B. Consequently, (R,B) is separated by the family of pairwise parallel hyperplanes

Ĥ′1, Ĥ′′1 , . . . , Ĥ′dN/de, Ĥ′′dN/de ⊂ Rd.
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Figure 4.1: Separation of (R,B) in general position in
R2 with |R| = |B| = 2 using at most two lines r′, r′′.

Figure 4.2: Hyperplanes constructed following the proof
of Proposition 4.1, separating two unbalanced classes.

By construction, these hyperplanes meet the first two conditions of the statement; how-
ever, they may not satisfy the third condition, as some might be orthogonal to ei. Suppose
that exactly 2p hyperplanes are orthogonal to ei for some 1 ≤ p ≤ dN/de. Without loss of
generality, assume these are

Ĥ′1, Ĥ′′1 , . . . , Ĥ′p, Ĥ′′p .

Since these hyperplanes are parallel, and different by (4.2), we get R̂i
⋂

R̂j = ∅ for i 6= j.
Let 1 ≤ j ≤ p. Because R ∪ B is finite, we can slightly adjust the direction vector

of Ĥ′j and Ĥ′′j . This yields new parallel hyperplanes H′j and H′′j in Rd that are no longer
orthogonal to ei, yet still enclose exactly Rj, with no other points ofR∪B in between. For
p < j ≤ dN/de, set H′j = Ĥ′j and H′′j = Ĥ′′j . This yields a new family

H′1, H′′1 , . . . , H′p, H′′p , H′p+1, H′′p+1, . . . , H′dN/de, H′′dN/de ⊂ Rd

that meets all the required conditions. Moreover, this proves (4.1).

In the unbalanced case, where |R| 6= |B|, the method can be similarly applied to isolate
the smaller set using pairwise parallel hyperplanes, as shown in Figure 4.2. It follows:

Corollary 4.1. Let d ≥ 1. For any dataset (R,B) as in (2.1) in general position, there exists
a family of 2

⌈
min{|R|,|B|}

d

⌉
hyperplanes that separate the points by labels and satisfy the three

conditions of Proposition 4.1, withR replaced by argminR,B {|R|, |B|}.

Corollary 4.1 enables the separation of any finite dataset in general position in Rd into
clusters of size d. We now describe an inductive approach to classify these clusters using
the dynamics of neural ODEs. First, let us consider the system

ẋ(t) = w(t) σtrun(a(t) · x(t) + b(t)), (4.3)

where the activation function is defined as

σtrun(z) := min
{

1, (z)+
}
= (z)+ − (z− 1)+, for z ∈ R. (4.4)
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Figure 4.3: Schematic overview of an iteration in the control method used to prove Proposition 4.2. We aim
to move the two red points that lie between the hyperplanes H′1 and H′′1 to the region τR through a two-step

process. First, we move all points within the half-space H′+1 , determined by a1, in the direction of w1. Second,

we move all points within the half-space H′′+1 , determined by a2, in the direction of w1. The controls are adjusted

to ensure that the vector field in H′′+1 maintains a unit norm at all times. Consequently, the points in H′′+1 return
exactly to their original positions after these two steps.

Observe that the flow map associated with (4.3) remains well-defined because σtrun is
Lipschitz-continuous. The introduction of σtrun is motivated by its properties, which facil-
itate the inductive argument. Specifically, in the half-space defined by a(t) · x + b(t) > 1,
the system (4.3) simplifies to ẋ = w(t). This property can be used to ensure that points
already classified will remain so after each inductive step. For more details, see Figure 4.3,
which serves as support for the proof, and the formalized control method in Algorithm 2.

Proposition 4.2. Let d ≥ 2. For any dataset (R,B) defined as in (2.1) in general position, and
any pair of target sets (τR, τB) defined as in (2.3), there exist T > 0 and a piecewise constant
control θ ∈ ΘT whose number of discontinuities is

L = 2
⌈

min {|R|, |B|}
d

⌉
− 1,

such that the flow map of (4.3) satisfies ΦT(R; θ) ⊂ τR and ΦT(B; θ) ⊂ τB .

Proof. Let i ∈ {1, . . . , d} be fixed and consider τR = {x(i) > 1}, τB = {x(i) ≤ 1}. The
strategy is to evolve R into the interior of τR while keeping fixed B. We first assume
|R| = |B| = N and will then extend to the general case |R| 6= |B|.

By Proposition 4.1, there exist 2dN/de pairwise parallel hyperplanes separating (R,B).
Assume these hyperplanes are defined by

H′j : uj · x + h′j = 0, and H′′j : uj · x + h′′j = 0, for j = 1, . . . ,
⌈

N
d

⌉
,

where h′j > h′′j , and uj ∈ Sd−1 satisfies |uj · ei| < 1. Moreover, the region between each
pair (H′j , H′′j ) encloses a subset Rj ⊂ R such that |Rj| = min{d, |R|}, and no other points
ofR∪B lie between these hyperplanes, namely,

(H′+j \ H′′+j ) ∩ (R∪B) = Rj ⊂ R with |Rj| = min{d, |R|},
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where H′+j = {x ∈ Rd : uj · x + h′j > 0} and H′′+j = {x ∈ Rd : uj · x + h′′j > 0}. Note that
H′′+j ⊂ H′+j because h′j > h′′j . Taking t0 = 0, we define

(w, a, b) =
2dN/de

∑
k=1

(wk, ak, bk)1(tk−1,tk)

such that, for j = 1, . . . , dN/de:

1. (w2j−1, a2j−1, b2j−1) = (vj, uj/d′j, h′j/d′j), where

• vj ∈ Sd−1 satisfies vj · uj = 0 and vj · ei > 0 (for instance, take vj to be the
normalized projection of ei onto the orthogonal subspace 〈uj〉⊥);

• d′j = min
{

σtrun(uj · x + h′j) : x ∈ Rj

}
> 0.

Inside the half-space {x ∈ Rd : uj · x + h′j ≥ d′j} ⊂ H′+j and over (t2j−2, t2j−1),
equation (4.3) becomes ẋ = vj with vj · ei > 0. Since the dataset is finite and contained
in this half-space, we can choose t2j−1 > t2j−2 such that Φt2j−1(x) ∈ τR for all x ∈ Rj.

2. (w2j, a2j, b2j) = (−vj, uj/d′′j , h′′j /d′′j ), where

• d′′j = min
{

σtrun(uj · x + h′′j ) : x ∈ (R∪B) ∩ H′′+j

}
> 0.

Inside the half-space {x ∈ Rd : uj · x+ h′′j ≥ d′′j } ⊂ H′′+j and over (t2j−1, t2j), equation
(4.3) becomes ẋ = −vj. Now, we set t2j = 2t2j−1 − t2j−2 so that

Φt2j(x) = Φt2j−2(x) for all x ∈ (R∪B) ∩ H′′+j .

All the while, we have

Φt2j(x) = Φt2j−1(x) for all x ∈ (R∪B) ∩ H′′−j .

For T = t2dN/de, we conclude ΦT(R) ⊂ τR and ΦT(B) = B ⊂ τB , with L = 2dN/de − 1.
If |R| < |B|, we apply the same argument to obtain ΦT(R) ⊂ τR and ΦT(B) = B ⊂ τB

with L = 2d|R|/de − 1, by virtue of Corollary 4.1. If |R| > |B|, we swap the roles of R
and B and the definitions of τR and τB , with L = 2d|B|/de − 1.

The following lemma formalizes an idea from [33, section 2.2]. It shows that any flow of
(4.3) can be represented as the composition of two flows of (2.2), if w and a are orthogonal:

Lemma 4.1. Let θ = (w, a, b) ∈ Sd−1 ×Rd+1 ×R with w · a = 0. Then, θ1 = (w, a, b) and
θ2 = (−w, a, b− 1) satisfy

Φt(Φt(· ; θ1) ; θ2) = Φtrun
t (· ; θ) for all t > 0,

where Φt and Φtrun
t are the flow maps of (2.2) and (4.3), respectively.
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Algorithm 2 Classification of two point sets via (4.3)

Require: Two finite setsR,B ⊂ [0, 1]d in general position; Direction ei
Ensure: Classification ofR and B

1: S ← arg min{|R|, |B|}, τS ← {x(i) > 1}
2: C ← cover(S , d, d|S|/de) . Covering for S by d|S|/de subsets Sj with |Sj| = d
3: for (j,Sj) in enumerate(C) do
4: Hj(aj, bj) = {x : aj · x + bj = 0, ‖aj‖ = 1} ← Span(Sj)
5: if |aj · ei| = 1 then
6: aj ← NormalizedPerturbation(aj) . Achieves |aj · ei| < 1, ‖aj‖ = 1
7: end if
8: δj ← min{dist(x, Hj) : x ∈ (R∪B) \ Sj}
9: b′j ← bj + 0.5 δj, b′′j ← bj − 0.5 δj

10: wj ← NormalizedProjection〈aj〉⊥(ei)

11: d′j = minx∈Sj σtrun(aj · x + b′j)
12: d′′j = minx∈(R∪B)∩{x : aj·x+b′′j >0} σtrun(aj · x + b′′j )
13: while Sj 6⊂ τS do
14: R∪B ← neuralODET=1(R∪B ; w = wj, a = aj/d′j, b = b′j/d′j)
15: R∪B ← neuralODET=1(R∪B ; w = −wj, a = aj/d′′j , b = b′′j /d′′j )
16: end while
17: end for

Proof. Since w · a = 0, it holds

d
dt
(a · x(t) + b) = a · ẋ(t) = a ·wσ(a · x(t) + b) = 0.

Thus, σ(a · x(t) + b) is constant for all t. Suppose a · x + b ≤ 1. Then

Φtrun
t (x ; θ) = x + tw(a · x + b) = Φt(x ; θ1) = Φt(Φt(x ; θ1) ; θ2).

Otherwise, if a · x + b > 1,

Φt(Φt(x ; θ1) ; θ2) = Φt(x + tw(a · x + b) ; θ2)

= x + tw(a · x + b)− tw(a · (x + tw(a · x + b)) + b− 1)

= x + tw = Φtrun
t (x ; θ).

We can now use Lemma 4.1, together with Proposition 4.2, to demonstrate Theorem 2.1.

Proof of Theorem 2.1. By virtue of Proposition 4.2, there exist T̄ > 0 and a piecewise con-
stant control θ̄ = (w̄, ā, b̄) ∈ ΘT̄, which presents 2dmin{|R|, |B|}/de − 1 discontinuities,
such that

Φtrun
T̄ (R; θ̄) ⊂ τR and Φtrun

T̄ (B; θ̄) ⊂ τB ,
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where Φtrun
t is the flow map of (4.3). Moreover, w̄(t) · ā(t) = 0 for all t, so by Lemma 4.1

there exists a piecewise constant θ ∈ Θ2T̄ with 4dmin{|R|, |B|}/de − 1 discontinuities,
such that Φtrun

T̄ (· ; θ̄) = Φ2T̄(· ; θ). We conclude by defining T = 2T̄.

Remark 4.1. Similarly to Remark 3.2, we can extract from Theorem 2.1 a bound for the
total variation of the controls as

|θ|TV(0,T) ≤ 2L‖θ‖∞ ≤ 2
√

1 + ‖(a, b)‖2
∞

(
4
⌈

min {|R|, |B|}
d

⌉
− 1
)

,

where ‖(a, b)‖∞ depends on the minimum separation between points of R ∪ B and the
maximum distance of any point to the origin.

The structure of pairwise parallel hyperplanes defined in Proposition 4.1 can be ex-
ploited for control when combined with certain architectures. We propose triangular neural
ODEs

ẋ(t) = w(t) σTr(a(t) · x(t) + b(t)), (4.5)

where the activation σTr is defined as

σTr(z) = max{1− |z− 1|, 0}, for z ∈ R. (4.6)

The function σTr remains globally Lipschitz, ensuring that the flow map is well-defined.
By replacing σtrun with σTr, we can improve upon Proposition 4.2. Specifically, we can

halve the number of values taken by the control θ. Adapting the proof is straightforward:
Step 2 can be omitted, as the support of σTr is restricted to the interval (0, 2).

Corollary 4.2. Let d ≥ 2. For any dataset (R,B) defined as in (2.1) in general position, and any
pair of target sets (τR, τB) defined as in (2.3), there exist T > 0 and a piecewise constant control
θ ∈ ΘT whose number of discontinuities is

L =

⌈
min {|R|, |B|}

d

⌉
− 1,

such that the flow map of the neural ODE (4.5) satisfies ΦT(R; θ) ⊂ τR and ΦT(B; θ) ⊂ τB .

Remark 4.2. Our separability-based methodology aligns with existing research in discrete
geometry. In [35], the authors establish lower and upper bounds on the minimum number
of hyperplanes required to individually separate N points in general position in Rd. In
[36] it is shown that finding such number for an arbitrary point set is an NP-complete
problem. From a computational perspective, efficient algorithms for separability in low-
dimensional spaces are proposed in [37, 38].

Remark 4.3. The VC dimension of a classification model is defined as the size of the largest
set of points that can be shattered, meaning any arbitrary binary assignment of labels is
possible [39]. We can interpret Theorem 2.1 in terms of the VC dimension of our model.
Specifically, we can establish a lower bound: by fixing the maximum number of disconti-
nuities in the controls to L ≥ 1, our method can shatter any set of Ld points in Rd.
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Figure 5.1: Trajectories for σ = ReLU exhibit an exponential drift when a · x + b > 1 (left). If σ = tanh (center)
or σ = σtrun (right), this drift is mitigated because ‖σ‖∞ ≤ 1. Here, we have used N = 5, L = 10, and T = 60.

5 Numerics

We present a computational test1 designed to evaluate the capacity of neural ODEs for
binary classification. Specifically, our objective is to numerically estimate the minimal
complexity they require to classify an arbitrary dataset of a fixed size, and compare it with
the complexity we used in Algorithm 1.

Let D = {(xn, yn)} ⊂ Rd × {1, 0} be a finite dataset and R = {xn : (xn, 1) ∈ D},
B = {xn : (xn, 0) ∈ D} be such that |R| = |B| = N. For a fixed L ≥ 0 and time T > 0, we
aim to find piecewise constant controls θ ∈ ΘT with L discontinuities (or switches) such
that the flow map of the neural ODE satisfies

ΦT(R; θ) ⊂
{

x(1) > 1
}

and ΦT(B; θ) ⊂
{

x(1) ≤ 1
}

. (5.1)

We opt for σtrun as in (4.4) and equation (4.3) to better visualize the results (see Figure 5.1).
In this case, Proposition 4.2 establishes that L = 2dN/de − 1 switches ensure any dataset
in general position can be classified. This condition is generically satisfied when all points
are sampled from a non-singular probability measure, such as U([0, 1]d).

We design our experimental setup in the following way:
Data. We use ten random datasets, each consisting of N = 30 red points (R) and N = 30
blue points (B), sampled from U([0, 1]d) for various dimensions d ranging from 2 to 2N.
Model. We consider equation (4.3) with controls that are piecewise constant over L + 1
time intervals of length ∆t = T(L + 1)−1, where T = 60. To approximate the solution, we
use an explicit Euler discretization scheme with a step size of 0.25∆t. The control values
are initialized using Kaiming uniform initialization; that is, each component is sampled
from U([−α, α]), where α is the inverse of the number of input units in the weight tensor.
Error. To enforce the correct classification of all points as defined by (5.1), we introduce

1The code, implemented in PyTorch [40], is available at https://github.com/antonioalvarezl/2024-WCS-NODEs

https://github.com/antonioalvarezl/2024-WCS-NODEs
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Figure 5.2: Left: Initial data comprising 30 red points and 30 blue points in [0, 1]2. Right: Final positions at time
T = 60, having fixed L = 37 switches.

the following margin-based loss function:

L(θ) = 1
|R| ∑

xn∈R
dist

(
ΦT(xn; θ), {x(1) < 1.5}

)2
+

1
|B| ∑

xn∈B
dist

(
ΦT(xn; θ), {x(1) > 0.5}

)2

Training. Optimization is conducted using the Adam optimizer [41] with a learning rate
of 0.01, which was determined to be optimal through a grid search over a range of values.
Procedure. First, for each d, we verify that setting L = 2dN/de − 1 switches is sufficient
to classify all ten datasets. Then, we gradually decrease the value of L until at least one of
the datasets fails to be classified, according to the stopping criteria defined below.
Stopping criteria. If condition (5.1) is met, classification is successful and the training is
stopped. Conversely, we consider the following three failure stopping criteria:

1. The maximum number of 70000 epochs is reached.

2. Slow convergence, if L ≥ 0.15 at 20000 epochs or L ≥ 0.1 at 40000 epochs, or if the
minimum error does not decrease over 5000 consecutive epochs.

3. Local minima detection, if the maximum relative error over 50 consecutive epochs
exceeds a threshold of 10−20.

Close. We conclude that the model with L switches does not have the capacity to classify
60 points if any of the failure stopping criteria is met in 20 randomized initializations of
the parameters for any of the ten datasets.

The experiments were conducted using specific seed settings to ensure reproducibility,
and the results are shown in Figure 5.3. We observe that L = 2dN/de − 1 is typically close
to the optimal value L∗ obtained through training. Specifically, for d ∈ {7, 10, 15, 20, 60},
we get L∗ = 2dN/de − 1. For d ∈ {2, 30}, we even find that L∗ > 2dN/de − 1.

We observed that training requires an increasing number of parameter initializations
in lower dimensions. This tendency is particularly pronounced when d = 2, as shown
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Figure 5.3: L versus d for fixed N = 30. Green bars represent the number of switches in Proposition 4.2,
given by 2dN/de − 1. Purple bars show the minimum number of switches required by gradient-based training to
successfully classify all datasets. Dark bars indicate the minimum number of switches found after data rescaling.

by the purple bar with a hatched pattern. In that case, only five out of ten datasets were
successfully classified using L = 37 switches. We were unable to find any higher value of
L that could classify the remaining five datasets.

Motivated by the difficulties found in low dimensions, we applied a preprocessing step
to improve the separability of the data points. Specifically, for d ∈ {2, 3, 4}, we standard-
ized the data by subtracting the mean and scaling to unit variance. This reduces the risk of
the algorithm becoming trapped in poor local minima due to an overly dense point cloud.
The results are represented by the blue bars of Figure 5.3.

In summary, we observed that the value of L = 2dN/de − 1 switches given in Propo-
sition 4.2 is a suboptimal bound that closely approximates the optimal value obtained via
gradient descent, especially for large d with fixed N.

Conclusions

In this work, we have explored the capacity of neural ODEs to classify an arbitrary dataset,
using the framework of simultaneous control of clusters of points and geometric separa-
bility techniques to define these clusters.

In our main result, we have established a new bound of L = 4 dmin{|R|, |B|}/de
control switches that guarantees classification of any dataset given by (R,B) in Rd, us-
ing the single-neuron model (2.2). The only assumption is that all points are in gen-
eral position (see Definition 2.1), a condition that is satisfied almost surely by any finite
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set sampled from a non-singular measure. Our result improves the previous bound of
L = 3 min{|R|, |B|}, by leveraging the better separability that points present in higher
dimensions. From a technical perspective, we demonstrate that any subset of d points can
be isolated between two parallel hyperplanes within any finite dataset in general position.
We have complemented this result with some numerical experiments that supported the
optimality of our bound, particularly in high dimensions.

Our second result acknowledges that maximal complexity is rarely necessary, as data
points of the same class are often initially close together, which facilitates their classifica-
tion. We develop a new control method to derive the probability distribution of L when all
data points are i.i.d. and both classes have fixed size N ≥ 1. Our method once again em-
phasizes the advantage of high dimensionality. Specifically, we deduce that if d & 2N/

√
N

then classification using an autonomous neural ODE (characterized by L = 0) is possible
with high probability. Additionally, we have characterized the pathological configurations
in which the maximum value of L = 2N − 2 occurs.

Our results can be seen as a manifestation of the blessing of dimensionality [42], a phe-
nomenon where machine learning problems become more tractable in high dimensions.
This contrasts with the well-known curse of dimensionality, which occurs when data spar-
sity in higher dimensions leads to an exponential increase in computational complexity
and data requirements.

We now discuss some connections and extensions of our results:

• Multiclass classification. For any S ≥ 2, letR1, . . . ,RS ⊂ Rd be finite subsets whose
union is in general position. Suppose |RS| = max |Ri|. We first address binary clas-
sification between R1 and R2 ∪ · · · ∪ RS using Proposition 4.2. Once these two sets
are linearly separable under the flow map ΦT, we proceed to classify ΦT(R2) against
ΦT(R1 ∪R3 ∪ · · · ∪RS) in a similar manner. Since Algorithm 2 consistently fixes the
larger of the two sets, we can proceed inductively and ensuring that ultimately every
pair of distinct subsets will be linearly separable under the flow map.

• Alternative activation functions. Theorem 2.2 applies broadly to any Lipschitz-
continuous activation function σ : R → R, as long as there exist −∞ ≤ a < b ≤ ∞
such that σ(z) = 0 for all z ∈ (a, b) and σ 6= 0. The choice of σ would only affect the
control time T > 0. Following the terminology of reference [22], such a σ would be
referred to as a well function, and our proofs could be extended using an argument
based on affine-invariance of system (2.2).

Generalizing Theorem 2.1 to other activations presents additional challenges since
they must represent any flow of the truncated ReLU (as in Lemma 4.1). A modifica-
tion (and improvement) of Theorem 2.1 is Corollary 4.2, where we consider the tri-
angular activation function. In fact, any activation function σ with supp(σ) ⊂ (a, b)
for some −∞ < a < b < +∞ allows for the same extension.

• Alternative loss functions. While we have used a simplified error function—the sum
of the distances of all points to their respective target regions—cross-entropy loss `CE
is the standard choice for classification problems in practice. In binary classification,
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Figure 5.4: In the first picture, at least two hyperplanes are required to separate both classes (“static” classifica-
tion). In the other three pictures, the same points evolve according to ẋ = w(a · x+ b)+ (with constant (w, a, b))
and can eventually be separated using only one hyperplane (“dynamic” classification).

the cross entropy loss associated with a data point (xn, yn) ∈ D is defined as

`CE(xn, yn) = −yn log(ŷn)− (1− yn) log(1− ŷn),

where ŷn = (softmax ◦P ◦ΦT(xn))
(1) is the predicted probability that yn = 1. This

prediction is obtained by applying a linear transformation P : Rd → R2 and then
performing component-wise normalization using the softmax function.

For any fixed P, our methods can be adapted to minimize this loss while maintaining
the same complexity L. For example, if d = 2 and P is the identity matrix, then we can
achieve `CE(xn, yn) → 0 when (−1)yn ΦT(xn) · (−1, 1) → +∞. To accomplish this,
we can set x(1) = x(2) as the decision boundary and increase the time T; however,
this would not require additional switches.

• Point separability. Since our control methods fundamentally rely on identifying hy-
perplanes that separate two classes (mostly via combinatorics), an important ques-
tion arises: does dynamic classification using neural ODEs essentially reduce to static
separability using hyperplanes? The short answer is no; they are distinct frameworks.

On one hand, a collection of separating hyperplanes does not necessarily translate
into effective neural ODE dynamics. In other words, having fixed a(t) and b(t), there
may be no control w(t) that yields the desired classification via (2.2). Our construc-
tions require those hyperplanes to follow a specific structure (e.g., pairwise parallel
in Theorem 2.1), making it possible to determine a suitable w(t). However, for a
random family of separating hyperplanes, finding such w(t) can be highly complex.

It might then seem that dynamic classification with neural ODEs is more restrictive
than linear classification methods. Yet this is also false: neural ODEs can classify
without explicitly relying on separating hyperplanes, that is, there exist controls a(t)
and b(t) that lead to successful classification even if the hyperplanes given by a(t) ·
x + b(t) = 0 do not fully separate both classes. In Figure 5.4 we illustrate a scenario
where neural ODEs outperform linear methods.

Our results address these questions by proving that, in the worst-case scenario (i.e.,
for any arbitrary dataset), neural ODEs can perform at least as well as linear clas-
sifiers. Furthermore, our numerical experiments seem to confirm that, under such
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worst-case conditions, the performance of neural ODEs trained via gradient descent
matches our theoretical findings.

• Discrete neural networks. In the discrete setting, the capacity to control N points
in Rd with a given level of complexity has been more broadly studied and often
referred to as finite-sample expressivity. Early studies, focused on sigmoid acti-
vation functions, showed that networks with one hidden layer could perform this
task using O(N) neurons [43]. With the rise of deep models and the ReLU activa-
tion, researchers explored how adding depth could reduce the required complex-
ity [44, 45], and existent results were extended to ReLU networks, see [46]. For deep
feed-forward networks, [47] solved the problem using O(

√
N) neurons.

In the past decade, the focus has shifted towards new architectures like convolu-
tional networks [48], or ResNets [49], which achieve the goal using O(N log N) hid-
den nodes, assuming a minimum distance between points. This bound was later
improved to O(N/d) in [47], under the assumption of general position. Notably, for
conditional networks, the complexity can be reduced to O(log N) neurons [50].

Future work

Several important directions still need to be explored. Below, we present some of them.

1. Improvement or sharpness of the bound. A first and natural question is whether
the new bound we have introduced for the minimal number of switches L required
to classify any dataset in general position is sharp or can be further improved.

On one hand, it turns out that equality in (4.1) can be achieved in some simple cases,
for example, when d = N = 2, as illustrated in Figure 4.1. However, our algorithm
does not fully exploit the capacity of the parameter space because the piecewise con-
stant controls a(t) and w(t) repeat certain values throughout the algorithm. More-
over, the algorithm is designed to iteratively classify clusters of d points but does not
consider the possibility of classifying larger clusters, unlike Algorithm 2.

If our bound for L is indeed sharp, a related problem is to identify the geometry of
those configurations where this bound is attained, similar to Theorem 2.3.

2. Decision boundary. In this study, we have restricted the decision boundary to be
any hyperplane defined by the equation x(i) = 1 for i ∈ {1, . . . , d}. Our control
methods, detailed in Algorithms 1 and 2, can easily be adapted to every hyperplane
in Rd. However, the classification problem may also be addressed using more com-
plex hypersurfaces than hyperplanes or by treating the decision boundary itself as an
optimizable parameter. This leads to the open question of determining the optimal
decision boundary that minimizes complexity while maximizing training accuracy.

3. Generalization. The ultimate goal of supervised learning models is to make accurate
predictions on new, unseen data that were not part of the training dataset. While our
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methods aim to determine the minimum complexity required for a model to achieve
zero training error, this often leads to overfitting and poor performance on test data.

Proper generalization requires to model to capture the geometric patterns in the con-
figuration of data points, rather than perfectly classifying every individual point re-
gardless of their distribution. We must mention, however, that recent studies suggest
overfitting does not necessarily imply poor generalization [51]. Understanding the
relationship between both concepts remains an active area of research [52].

In practice, generalization is typically achieved by adding a regularization term to
the loss function. In the context of simultaneous control, some outlier data points
could be misclassified to reduce the control cost. Developing constructive control
methods that intentionally sacrifice some accuracy on the training data to improve
the model’s ability to generalize remains an open question.

4. Combination with self-attention. Transformers are deep architectures that alternate
between attention and feed-forward layers, adding residual connections. A highly
simplified continuous-time version is the interacting particle system given by:

ẋi(t) = w(t)σ(a(t) · xi(t) + b(t)) +
N

∑
j=1

exi(t)·B(t)xj(t)

∑N
`=1 exi(t)·B(t)x`(t)

V(t)xj(t).

Here, the vector xi(t) represents the position of the i-th particle (or data point) at time
t, whereas V(t), B(t) ∈ Rd×d are additional controls. The attention term induces a
clustering effect among the data points, causing them to concentrate towards certain
limiting configurations, as studied in [53]. An open question is to quantify the reduc-
tion in complexity achieved by controlling this mechanism to cluster points by classes
as a preprocessing step for classification. A constructive control of continuous-time
transformers has been carried out in [54] for the mean-field formulation of this sys-
tem restricted to the sphere.
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