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Introduction

Kolmogorov operators are a class of hypoelliptic second order differential operators defined
in RN+1:

L u(x, t) =
m0∑
i,j=1

aij(x, t)∂2
xixj

u(x, t) +
N∑

i,j=1
bijxj∂xiu(x, t) − ∂tu(x, t)

where z = (x, t) ∈ RN × R, 1 ≤ m0 ≤ N , A0(z) = (aij(z))i,j=1,...,m0 is a symmetric matrix
definite positive in Rm0 for all z ∈ RN+1 and B = (bij)i,j=1,...,N a constant matrix with real
entries.
If we put N = 2n and we consider A0 and B in the form:

A0 = In B =
(
On On

In On

)

where In and On represent n × n identity and null matrix, we obtain the prototype of
Kolmogorov operator:

L u(x, y, t) =
n∑
i=1

∂2
xixi

u(x, y, t) +
n∑
i=1

xi∂yiu(x, y, t) − ∂tu(x, y, t)

where (x, y, t) ∈ Rn × Rn × R.

Equations like this arise in diffusion process, where x represents the velocity of the parti-
cle in the position y at the time t.
This class of operators defines a structure in RN+1 different from the Euclidean one: all
operators belonging to this class are invariant with respect to a particular translation, and a
subclass is invariant with respect to a certain family of dilations, similar in a certain sense
to the dilations associated to the heat operator (which belongs to this class, A0 = IN and
B = ON ). This structure allows us to define a quasi-metric, from which follows the def-
inition of Hölder continuity. In particular we are interested in considering operators with
Hölder continuous coefficients. In this situation we can construct a fundamental solution via
parametrix method, although we don’t know explicitly its form.

In the first chapter we will study the costant coefficients case, focusing on the geometric
structure that this operator defines. These properties will allow us to move to the variable
coefficients case. We will see that the regularity we ask is strictly related to the geometry
induced by the operator, and this regularity will allow us to define a parametrix method to
construct the fundamental solution.

In the last chapter we will see an application of this theory in a Kuramoto model, a mathe-
matical model that describes the spontaneous synchronization phenomenon between coupled



oscillators. Synchronization is a state into which incoherent systems may go, often as it oc-
curs in phase transition. It concerns phenomena belonging to different fields, such as Biology,
Physics, Engineering and even Social Sciences.
We will study the following nonlinear Cauchy problem:

∂2ρ

∂ω2 + ∂

∂ω
[(ω − Ω −Kρ(θ, t))ρ] − ω

∂ρ

∂θ
− ∂ρ

∂t
= 0 in R3 × (0,T)

ρ(θ, ω,Ω, 0) = ρ0(θ, ω,Ω) in R3

where we set:

Kρ(θ, t) = K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′

This problem was studied in [Sp2] using a regularized parabolic equation with bounded
coefficients.
We will take advantage of a linearization of the problem to apply the parametrix method,
achieving an existence and uniqueness result with less assumptions on the initial datum.



Chapter 1

Kolmogorov operators with
constant coefficients

1.1 The class K

In this chapter we start studying Kolmogorov operators with constant coefficients, creating
a starting point to study the Hölder continuous coefficients case. We refer to [AP] and [LP].

We consider the family of Kolmogorov operators of the form:

L u(x,t) =
N∑

i,j=1
aij∂

2
xixj

u(x, t) +
N∑

i,j=1
bijxj∂xiu(x, t) − ∂tu(x, t)

L = divx(A∇x) + ⟨Bx,∇x⟩ − ∂t

(1.1)

where z = (x, t) ∈ RN × R , A = (aij)i,j=1,...,N and B = (bij)i,j=1,...,N are matrices with real
constant coefficients, A symmetric and non negative, ⟨·, ·⟩ represents the inner product in
RN , ∇x = (∂x1 , ..., ∂xN ) and divx is the usual divergence operator with respect to variable x.
An example of an operator that belongs to this family can be found in kinetic theory: if
(Wt)t≥0 denotes a real Brownian motion, the density p = p(t, v, y, t0, v0, y0) of this stochastic
process (Vt, Yt)t≥0: {

Vt = v0 + σWt σ ∈ R+

Yt = y0 +
´ t

0 Vsds

satisfies the following partial differential equation:

1
2σ∂

2
vvp+ v∂yp = ∂tp (t, v, y) ∈ R+

0 × R2 (1.2)

In 1934 Kolmogorov in [K] provided us with the explicit expression of the density p =
p(t, v, y, v0, y0) of the above equation:

p(t, v, y, v0, y0) =
√

3
σπt2

e

(
− 2

σ

(
(v−v0)2

t
+3 (v−v0)(y−y0−tv0)

t2 +3 (y−y0−ty0)2

t3

))
t > 0 (1.3)

What we want to point out is the regularity of (1.3) despite the strong degeneracy of (1.2).
This is due to the particular structure of the operator L = 1

2σ∂
2
vv + v∂y − ∂t.

Indeed this operator is hypoelliptic:

1
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Definition 1.1.1 (Hypoelliptic operator) Let L be an operator acting in an open subset
Ω ⊆ RN . We call this operator hypoelliptic if for every distributional solution u ∈ L1

loc(Ω) to
the equation L u = f we have:

f ∈ C∞(Ω) =⇒ u ∈ C∞(Ω)

Equivalent conditions for the hypoellipticity of operators (1.1) were proved in [H], [LP] . We
first need to give some definitions:

E(t) := exp(−tB) ∀ t ∈ R (1.4)

C(t) :=
ˆ t

0
E(s)AET (s)ds ∀ t ∈ R (1.5)

We consider then (1.1) in terms of differential geometry. Let’s consider these first order
differential operators:

Xj =
N∑
k=1

ajk∂xk
, j = 1, ..., N, Y1 = ⟨Bx,∇x⟩, Y = Y1 − ∂t (1.6)

We see that L = ∑N
j=1X

2
j + Y .

We can identify a generic first order differential operetor C = ∑N
k=1 ck(y)∂xk

with the vector
field c(y) = (c1(y), ..., cN (y)).
The following conditions are equivalent:

Theorem 1.1.1 Consider an operator L in the form (1.1). The following statements are
equivalent:

1. Hörmander condition: rank Lie(X1, ..., XN , Y1)(x) = N ∀x ∈ RN
(thus rank Lie(X1, ..., XN , Y )(x, t) = N + 1 ∀(x, t) ∈ RN × R ) ;

2. ker(A) does not contain non-trivial subspaces which are invariant for BT ;

3. C(t) > 0 ∀t > 0;

4. for some basis of RN the matrices A and B take the following block form:

A =
(
A0 O
O O

)

B =


⋆ ⋆ . . . ⋆ ⋆
B1 ⋆ . . . ⋆ ⋆
O B2 . . . ⋆ ⋆
...

... . . . ...
...

O O . . . Bκ ⋆


where A0 is a square non singular matrix with rank m0, whereas Bj is a mj × mj−1 block
with rank mj, j = 1, ..., κ. Moreover m0 ≥ m1 ≥ ... ≥ mκ ≥ 1 and N = m0 + m1 + ...,mκ,
and the entries ⋆ of the blocks are arbitrary.
When the above conditions are satisfied, then L is hypoelliptic and its fundamental solution
Γ is:

Γ(x, t, ξ, τ) = Γ(x− E(t− τ)ξ, t− τ) (1.7)
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where

Γ(x, t, 0, 0) = Γ(x, t) =


(4π)− N

2√
det(C(t))

exp
(
−1

4⟨C−1(t)x, x⟩ − t(Tr(B))
)

t > 0

0 t ≤ 0
(1.8)

Moreover Γ(·, ζ) = Γ(x, t, ξ, τ) ∈ C∞(RN+1 \ {ζ}).

Proof.
Since A is a positive semidefinite matrix, then C(t) ≥ 0 ∀t > 0. For the same reason, for every
fixed ξ ∈ RN , f(t) = ⟨C(t)ξ, ξ⟩ is a monotone non-decreasing function. As a consequence, if
3. does not hold, then there exist t > 0 and ξ ̸= 0 such that:

⟨C(s)ξ, ξ⟩ = 0 ∀s ∈ (0, t]

Recalling definition (1.5) this yields:

⟨AET (s)ξ, ET (s)ξ⟩ = 0 ∀s ∈ (0, t]

Hence for (1.4) we have: ( ∞∑
k=0

(−1)k s
k

k!A(BT )k
)
ξ = 0 ∀s ∈ (0, t]

which implies:
A(BT )kξ = 0 ∀k ∈ N (1.9)

Vice-versa, if (1.9) holds then ⟨C(t)ξ, ξ⟩ = 0 ∀t > 0. This proves the equivalence between 3.
and the following proposition:

A(BT )kξ = 0 ∀k ∈ N =⇒ ξ = 0 (1.10)

On the other hand, since

V =
{
ξ ∈ RN : A(BT )kξ = 0, k ∈ N

}
is the greatest BT -invariant subspace of ker(A), (1.10) is equivalent to 2.
To show the equivalence between 1. , 2. and 3. we need first to give some definitions about
Lie(X1, ..., XN , Y1)(x). For any k ∈ N and j = 1, ..., N , we set:

X(j,0) = Xj , X(j,k+1) = [X(j,k), Y1]

where [·, ·] denotes Lie bracket between vector fields defined in (1.6). Then we have:

Lie(X1, ..., XN , Y1) = Vk = span
{
X(j,i), j = 1, ..., N, i = 1, ..., k

}
for some k ∈ N

Condition 1. means that Vk = RN .
We observe now that condition 1. is equivalent to (1.10) because:

X(j,k) = j−th row of A(BT )k ∀k ∈ N, j = 1, ..., N

thus proving the equivalence.
We now prove the equivalence between condition 1. and condition 4.
Let’s suppose 1. holds, if we define:

κ := min{k ∈ N : Vk = RN}
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we know this is well posed. Since X(j,k) is the j-th row of A(BT )k, then for every k ∈ N we
have:

Vk =
(
ker(A) ∩ ker(ABT ) ∩ ... ∩ ker(A(BT )k)

)⊥

Thus
V0 ⊂ V1 ⊂ ... ⊂ Vκ = RN

and Vi ̸= Vi−1 for every i ≤ κ. In fact, if Vi = Vi−1 for some i ≥ 1 then Vk−1 = Vk for every
k ≥ i.
Let us set

m0 = dim(V0), mi = dim(Vi) − dim(Vi−1), 1 ≤ i ≤ κ

We say that {u1, ..., uN} is a canonical basis of RN for the operator (1.1) if {u1, ..., uN} is a
fan orthonormal basis for the subspaces V0, ..., Vκ. We show that this is the basis such that
A and B take the form described in 4.
It’s easy to see that A takes the form described in 4. Moreover, if we write:

BT =


BT

0,0 BT
0,1 BT

0,2 · · · BT
0,κ

BT
1,0 BT

1,1 BT
1,2 · · · BT

1,κ
...

...
... . . . ...

BT
κ,0 BT

κ,1 BT
κ,2 · · · BT

κ,κ


where BT

i,j is a mi ×mj block, then

ABT =


A0B

T
0,0 A0B

T
0,1 A0B

T
0,2 · · · A0B

T
0,κ

O O O · · · O
...

...
... . . . ...

O O O · · · O


As a consequence, since X(j,1) is the j-th row of ABT and X(j,1) ∈ V1 = span{X(j,0), X(j,1) :
j = 1, ...N}, it has to be A0B

T
0,2 = 0, ..., A0B

T
0,κ = 0 and rank(A0B

T
0,1) = m1. Thus, as

A0 is not singular, we have BT
0,2 = ... = BT

0,κ = 0 and rank(BT
0,1) = m1. Finally, because

BT
1 := BT

0,1 is a m0 ×m1 matrix, we have m1 ≤ m0.
Then the matrices BT and A(BT )2 = (ABT )BT can be expressed, respectively, in the fol-
lowing way:

BT =


⋆ BT

1 O · · · O
BT

1,0 BT
1,1 BT

1,2 · · · BT
1,κ

...
...

... . . . ...
BT
κ,0 BT

κ,1 BT
κ,2 · · · BT

κ,κ


and

A(BT )2 =


⋆ ⋆ A0B

T
1 B

T
1,2 · · · A0B

T
1 B

T
1,κ

O O O · · · O
...

...
... . . . ...

O O O · · · O


Now, since X(j,2) is the j-th row of the matrix A(BT )2 , arguing as above we can prove
that rank(A0B

T
1 B

T
1,2) = m2 and A0B

T
1 B

T
1,3 = ... = A0B

T
1 B

T
1,κ = 0. As a consequence, since

rank(BT
1,2) ≥ rank((A0B

T
1 )BT

1,2) and BT
2 := BT

1,2 is a m1 ×m2 matrix, we get rank(BT
2 ) = m2

and m2 ≤ m1. Moreover, as ker(A0B
T
1 ) = {0} (A0B

T
1 is a m0 ×m1 matrix of rank m1 ≤ m0)
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from the previous equality we obtain BT
1,3 = ... = BT

1,κ = 0. Therefore, the matrix BT can be
written in the following way

BT =


⋆ BT

1 O O · · · O
⋆ ⋆ BT

2 O · · · O
BT

2,0 BT
2,1 BT

2,2 BT
2,3 · · · BT

1,κ
...

...
...

... . . . ...
BT
κ,0 BT

κ,1 BT
κ,2 BT

κ,3 · · · BT
κ,κ


The proof of the first part of the equivalence follows by iterating the previous arguments.
Let’s prove now the vice-versa: if A and B are in the form 4. let’s show that {e1, ..., eN} with

ei = (0, ..., 1
i
, ..., 0), 1 ≤ i ≤ N

is a canonical basis of RN for the operator L , thus implying its hypoellipticity. If A and B
are in that form then:

A(BT )i =


⋆0 ⋆1 · · · ⋆i−1 Ci O · · · O
O O · · · O O O · · · O
...

... . . . ...
...

... . . . ...
O O · · · O O O · · · O


where ⋆j denotes a m0 ×mj block, and Ci = A0B

T
1 ...B

T
i is a m0 ×mi matrix of rank mi (if

i = 0 we agree to let Ci = A0).
By definition, since X(j,k) is the j-th row of A(BT )k, we get:

Vk = span
{
eh : 0 ≤ h ≤

k∑
i=0

mi

}
, 0 ≤ k ≤ κ

In other words, {e1, ..., eN} is a fan orthonormal basis for V0, ..., Vr.
The proof of the equivalence between condition 1. and hypoellipticity and the construction
of the fundamental solution were proved by Hörmander in [H]. 2

Remark 1.1.1 From the proof of Theorem 1.1.1 it easily follows that condition 3. is equiv-
alent to the following ones:

• there exists t > 0 such that C(t) > 0;

• C(t) < 0 ∀t < 0;

• there exists t < 0 such that C(t) < 0;

We denote by K the class of Kolmogorov operators (1.1) satisfying one (thus all) condition
in Theorem 1.1.1. We will now study an important subclass of K, that defines a structure in
RN+1. This structure is important to extend the theory to operators in non divergence form.

1.2 Lie group
In this section we will also refer to [BLU].
When we study a differential operator it is very useful to define its associated structure, a
non Euclidean structure that define a quasi-metric.
Let’s consider L ∈ K, and suppose the basis of RN is such that the constant matrices A and
B have the form 4.



6 CHAPTER 1. KOLMOGOROV OPERATORS WITH CONSTANT COEFFICIENTS

Definition 1.2.1 (Lie group on RN) Let ◦ be a given group law on RN , and suppose that
the map:

RN × RN −→ RN

(x, y) 7−→ y−1 ◦ x

is smooth. Then G = (RN , ◦) is called Lie group on RN .

The operators L ∈ K have the remarkable property of being invariant with respect to the
left translations of a Lie group on RN+1. In fact, if we define

(x, t) ◦ (ξ, τ) = (ξ + E(τ)x, t+ τ), (x, t), (ξ, τ) ∈ RN × R (1.11)

it’s easy to show that (RN+1, ◦) is a group with identity element (0, 0), and inverse

(x, t)−1 = (−E(−t)x,−t)

If, for every ζ ∈ RN+1, we denote by lζ the left translation defined as

RN+1 −→ RN+1

z 7−→ lζ(z) = ζ ◦ z
(1.12)

then every L ∈ K is left invariant with respect to (1.12):

L ◦ lζ = lζ ◦ L ⇐⇒ L (u(ζ ◦ z)) = (L u)(ζ ◦ z)

We note also that (1.7) can be interpreted in the following way:

Γ(x, t, ξ, τ) = Γ((ξ, τ)−1 ◦ (x, t))

We focus now on dilations: let us call dilations group in RN+1 a family G = (D(r))r≥0 where
D(r) is a symmetric and positive definite matrix in RN+1. We say that the operator L is
G -invariant (or that L commutes with the dilations of G ) if the following identity holds

L ◦D(r) = r2(D(r) ◦ L )

or equivalently we have
L (u(D(r)z)) = r2L u(D(r)z)

for every u ∈ C∞
0 (RN+1), r > 0 and z ∈ RN+1.

We denote by K0 the subclass of operators L ∈ K which are invariant with respect to some
dilations group. We show now when L ∈ K0:

Theorem 1.2.1 The operator L ∈ K is invariant with respect to a dilations group G =
(D(r))r≥0 if and only if all the ⋆ blocks of the canonical form (4.) of B are zeros matrices.
In this case we have:

D(r) = diag(rIm0 , r
3Im1 , ..., r

2κ+1Imκ , r
2) (1.13)

where Ik denote the identity matrix k × k.

Proof.
Let G = (D(r))r≥0 be a dilations group on RN+1 commuting with L and let (mij(r))i,j=1,...,N+1
be the matrix D(r). If we put, for every p, r ∈ R

u(z) = u(x, t) = ept, v(z) = u(D(r)z)
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then
(L u)(D(r)z) = −pu(D(r)z) = −pv(z)

and

L v(z) =

p2
N∑

i,j=1
aijmN+1,i(r)mN+1,j(r) + p

N∑
i,j=1

bijzimN+1,j(r) − pmN+1,N+1(r)

 v(z)

As a consequence, since the invariance of L with respect to G yields L (u(D(r)z)) =
r2(L u)(D(r)z) for every r > 0 and for every zi ∈ R, 1 ≤ i ≤ N , the following conditions
hold:

N∑
i,j=1

aijmN+1,i(r)mN+1,j(r) = 0

N∑
i,j=1

bijzimN+1,j(r) = 0

mN+1,N+1(r) = r2

the first equation and the form of A (4.) give

mN+1,i(r) = 0 for 1 ≤ i ≤ m0, r > 0

Using this relation in the second equation give
N∑
j=1

bijmN+1,j(r) = 0 for m0 + 1 ≤ i ≤ N, r > 0

Since the matrix B is in form 4., using this last relation we obtain

BT
1 (mm0+1,N+1, ...,mm0+m1,N+1) = (0, ..., 0)T

hence, because BT
1 is a m0 ×m1 matrix of rank m1 ≤ m0,

mN+1,i(r) = 0 for m0 + 1 ≤ i ≤ m0 +m1, r > 0

By iterating this argument we finally obtain

mN+1,i(r) = 0 for 1 ≤ i ≤ N, r > 0

Now we put
U(z) = epzi+qzj , V (z) = U(D(r)z)

where p, q, r ∈ R and 1 ≤ i, j ≤ N . Then

(LU)(D(r)z) =
(
p2aii + 2pqaij + q2ajj +

N∑
h=1

(pbhi + qbhj)(D(r)z)h
)
V (z)

and

L V (z) = (p2
N∑

h,k=1
ahkmih(r)mik(r) + 2pq

 N∑
h,k=1

ahkmih(r)mik(r)

 N∑
h,k=1

ahkmih(r)mjk(r)


+ q2

N∑
h,k=1

ahkmih(r)mik(r) +
N∑

h,k=1
bhkzk(pmih(r) + qmik(r))V (z)

(1.14)
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Since L is invariant with respect to G , then (L V )(z) = r2(LU)(D(r)z) for every r > 0
and for every z ∈ RN+1. Consequently, since p, q, i, j in (1.14) are arbitrary, the following
equations hold:

r2A = M(r)AM(r)
r2M(r)BT = BTM(r)

(1.15)

where M(r) denotes the matrix (mij(r))i,j=1,...,N . Now, we break up the matrices M(r) and
BT into mi ×mj blocks Mij(r) and BT

ij , respectively, i, j = 0, ..., κ. From the first of this last
equations and the form of A we have:

r2A0 = M00(r)A0M00(r)
Mi0(r)A0M00(r) = 0, 1 ≤ i ≤ κ

Then, since M(r)(and so M00(r)) is positive definite,

M00(r) = rIm0

Mi0(r) = 0, 1 ≤ i ≤ κ

On the other hand considering the form of BT we have BT
j−1,j = BT

j if 1 ≤ j ≤ κ and
BT
i,i+1 = 0 if 0 ≤ i ≤ κ− 1.

From the second of (1.15) we then obtain:

r3BT
00 = rBT

00 ∀r > 0

hence BT
00 = 0. But from the same relation we also have

r3BT
0i = BT

01M1,i(r) for 1 ≤ i ≤ κ

and so, since BT
01 = BT

1 has maximum rank and BT
0i = 0 for i ≥ 2,

M11(λ) = λ3Im1

M1i(λ) = 0 2 ≤ i ≤ κ

By iterating these arguments and by using (1.15) for the (i, j) blocks, i ≥ 2 and j ≥ 0, we
finally get

D(r) = diag(rIm0 , r
3Im1 , ..., r

2κ+1Imκ , r
2)

and BT
ij = 0 when i ≥ 0 and j ≤ i. This proves the "only if" part. The "if" part is an easy

exercise. 2

From now on we will denote by D0(r) the "restriction" of D(r) to RN :

D0(r) = diag(rIm0 , r
3Im1 , ..., r

2κ+1Imκ)

Definition 1.2.2 (Homogeneous dimension of RN+1) We define homogeneous dimen-
sion of RN+1 with respect to (D(r))r≥0 the natural number:

Q+ 2 = logr(det(D(r))) = logr(det(D0(r))) + 2

The homogeneous dimension is usually considered when we define a dilations group associated
to an operator, for example the dilations associated to the laplacian are the Euclidean one,
and the homogeneous dimension of RN with respect to this dilations is Q = N .
We will prove now a relation between the fundamental solution defined in Theorem 1.1.1
and the homogeneous dimension that has an equivalent with respect to laplacian and other
operators.
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Theorem 1.2.2 Let’s suppose L ∈ K0, its fundamental solution Γ is homogeneous of degree
−Q with respect to (D(r))r≥0 dilations.

Proof.
We can consider the fundamental solution with pole ζ = 0. If we denote with δ the Dirac
measure with support in 0 we have:

L (Γ ◦D(r)) = r2D(r)(L Γ) = −r2D(r)δ = −r−Qδ

were we used the following property of the fundamental solution: L Γ = −δ.
Therefore Γ ◦D(r) = r−QΓ. 2

When L ∈ K0, the matrix C(t) defined in (1.5) takes a particular form, as stated in the
following theorem (for more details see [K1] and [K2]):

Theorem 1.2.3 If L ∈ K0 then

C(t) = D0(
√
t)C(1)D0(

√
t), ∀t > 0 (1.16)

Moreover, if Γ denotes the fundamental solution of L with pole at (0, 0), then

Γ(x, t) = cN

t
Q
2

exp
(

−1
4⟨C−1(1)D0

( 1√
t

)
x,D0

( 1√
t

)
x⟩
)

(1.17)

where cN is the following positive constant

cN = (4π)− N
2 (det(C(1)))− 1

2 (1.18)

Proof,
Since Γ is D(r) homogeneous of degree −Q, then for every (x, t) ∈ RN × R+ we have
Γ(D(r)(x, t)) = r−QΓ(x, t), thus

r−Q =
( det(C(t))

det(C(r2t))

) 1
2

exp
(

−1
4⟨C−1(r2t)D0(r)x,D0(r)x⟩ + 1

4⟨C−1(t)x, x⟩
)

this yields
D0(r)C−1(r2t)D0(r) = C−1(t)

which implies (1.16) by choosing r = 1√
t
.

Now, recalling det(D0(r)) = rQ, (1.17) and (1.18) follow from (1.8). 2

If L ∈ K0 the matrix B is nilpotent and

E(t) =
κ∑
k=0

(−1)k t
k

k!B
k (1.19)

Using this identity keeping in mind Theorem 1.1.1 and Theorem 1.2.1 we get:

E(r2t) = D0(r)E(t)D0

(1
r

)
(1.20)

In fact, one needs to prove that

E(r2t)D0(r) = D0(r)E(t) (1.21)
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From (1.19) this equivalence holds if and only if

r2kBkD0(r) = D0(r)Bk, 0 ≤ k ≤ κ

For k = 0 this identity holds. A direct computation shows that it also holds true also for
k = 1. As a consequence

r4B2D0(r) = r2B(r2BD0(r)) = r2B(D0(r)B) = (r2BD0(r))B =
= (D0(r)B)B = D0(r)B2

Then it holds also for k = 2. The thesis follows iterating these steps.
We can use this relation to prove the following proposition:

Proposition 1.2.1 Let ◦ and D(r) be the left translation and the dilation defined in (1.11)
and (1.13). Then the following "distributive" property holds:

D(r ◦ ζ) = (D(r)ζ) ◦ (D(r)ζ)

and moreover
D(r)z−1 = (D(r)z)−1

Proof.
Since D(r)D(

√
t) = D(

√
r2t), from (1.20) we obtain

D(r ◦ ζ) = D(r)(ξ + E(τ)x, t+ τ) = (D0(r)ξ +D0(r)E(τ)x, r2t+ r2τ) =
= (D0(r)ξ + E(r2τ)D0(r)x, r2t+ r2τ) = (D(r)ζ) ◦ (D(r)ζ)

Moreover
D(r)z−1 = D(r)(−E(t)x,−t) = (−D0(r)E(t)x,−r2t) =

= (−E(r2t)D0(r)x,−r2t) = (D(r)z)−1

2

We can now consider particular Lie groups:

Definition 1.2.3 (Homogeneous Lie group on RN) Let G = (RN , ◦) be a Lie group on
RN (according to Definition 1.2.1). We say that G is a homogeneous Lie group on RN if the
following property holds:

• There exists an N -tuple of real numbers σ = (σ1, ..., σN ), with 1 ≤ σ1 ≤ ... ≤ σN , such
that the dilation

δr : RN −→ RN

x 7−→ (rσ1x1, ..., r
σNxN )

is an automorphism of the group G for every r > 0 .

We will denote by G = (RN , ◦, δr) the datum of a homogeneous Lie group on RN with com-
position law ◦ and dilation group (δr)r>0.

If we consider the dilations defined in (1.13), we can define a suitable homogeneous Lie group
associated to the subclass K0 if we define δr(x, t) = D(r)(x, t).

Definition 1.2.4 (Homogeneous Lie group for subclass K0) If the matrix B is in the
form described in Theorem 1.2.1, the following structure:

G0 =
(
RN+1, ◦, D(r)

)
(where ◦ and D(r) are defined in (1.11) and (1.13)) is a homogeneous Lie group.
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Definition 1.2.5 A measurable function u on G0 will be called homogeneous of degree α ∈ R
if

u(D(r)z) = rαu(z) ∀z ∈ RN+1

A differential operator X will be called homogeneous of degree β ∈ R with respect to D(λ) if

Xu(D(r)z) = rβ(Xu)(D(r)z) ∀z ∈ RN+1

and for every sufficiently smooth function u. Note that, if u is homogeneous of degree α and
X is homogeneous of degree β, then Xu is homogeneous of degree α− β.

As far as we are concerned with the vector fields of the Kolmogorov operators as defined in
(1.6), we have that X1, ..., XN are homogeneous of degree 1, Y and Y1 are homogeneous of
degree 2 and L = ∑N

i=1X
2
i + Y is homogeneous of degree 2 with respect to D(r).

We now introduce an homogeneous semi-norm of degree 1 with respect to the family of dila-
tions (D(r))r≥0, and a quasi-distance which is invariant with respect to the group operation
◦.

Definition 1.2.6 For every z = (x, t) ∈ RN+1 we set

∥z∥ = |t|
1
2 +

N∑
j=1

|xj |
1

qj (1.22)

where the numbers qj are associated to the dilation group D(r) as follows:

D(r) = diag(rq1 , ..., rqN , r2)

this semi-norm is homogeneous of degree 1, that means

∥D(r)z∥ = r∥z∥ ∀r > 0, z ∈ RN+1

Because every norm is equivalent to any other in RN+1, other definitions have been used in
the literature. For instance in [M] it is chosen the following one: for every z = (x, t) ∈ RN ×R
the norm of z is the unique positive solution r to the following equation:

x2
1

r2q1
+ x2

2
r2q2

+ ...+ x2
N

r2qN
+ t2

r4 = 1

Note that, if we choose this definition the set {z ∈ RN+1 : ∥z∥ = r} is a smooth manifold for
every r > 0, while is not the case for (1.22).
The semi-norm (1.22) induces a quasi-distance d : RN+1 × RN+1 −→ R+

0 :

Definition 1.2.7 For every z, w ∈ RN+1, we define a quasi-distance d(z, w) invariant with
respect to the translation group G0 defined in Definition 1.2.3 as follows

d(z, w) = ∥z−1 ◦ w∥ (1.23)

and we denote by Br(z) the d-ball of center z and radius r.

The following properties hold:

1. d(z, w) = 0 if and only if z = w for every z, w ∈ RN+1;
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2. for every compact subset K of RN+1, there exists a positive constant CK ≥ 1 such that

d(z, w) ≤ CKd(w, z);
d(w, z) ≤ CK(d(z, ζ) + d(ζ, w)) ∀z, w, ζ ∈ K

We can now state a proper definition for Hölder continuous function associated to this quasi-
metric:

Definition 1.2.8 (Hölder continuous function) Let α be a positive constant such that
α ≤ 1, and let Ω be an open subset of RN+1. We say a function f : Ω −→ R is Hölder
continuous with exponent α in Ω with respect to the homogeneous Lie group G0 defined in
Definition 1.2.3 (in short, Hölder continuous with exponent α, f ∈ Cα(Ω)) if there exists a
positive constant k > 0 such that

|f(z) − f(ζ)| ≤ kd(z, ζ)α ∀z, ζ ∈ Ω

To every bounded function f ∈ Cα(Ω) we associate the norm

|f |α,Ω = sup
Ω

|f | + sup
z,ζ∈Ω,z ̸=ζ

|f(z) − f(ζ)|
d(z, ζ)α

Moreover, we say a function f is locally Hölder continuous, and we write f ∈ Cαloc(Ω), if
f ∈ Cα(Ω′) for every compact subset Ω′ ⊂ Ω.

Remark 1.2.1 Let Ω be a bounded subset of RN+1. If f is a Hölder continuous function of
exponent α in the usual Euclidean sense, then f is Hölder continuous of exponent α, because
it can be shown that Euclidean metric is continuous with respect to the following one. Vice
versa if f ∈ Cα(Ω) then f is a β−Hölder continuous in the Euclidean sense, where β = α

2κ+1
and κ is the constant appearing in 4.

1.3 Principal part operator
Definition 1.3.1 Let’s consider the canonical form 4. of the matrix B related to some
operator L ∈ K, L = divx(A∇x) + ⟨Bx,∇x⟩ − ∂t. We denote by B0 the matrix obtained
by annihilating every ⋆ block. We define by principal part of L the operator obtained by
substituting the matrix B with matrix B0, that means:

L0 = divx(A∇x) + ⟨B0x,∇x⟩ − ∂t

Theorem 1.2.1 shows us that the invariance with respect to D(r) dilations is related to the
matrix B, this means that L0 ∈ K0.

In the following we will state the equivalence between L and its principal part L0 on the
level set

{
z ∈ RN+1 : Γ0(z) ≥ K

}
(for more details see [LP]).

Theorem 1.3.1 Let L ∈ K and let L0 be its principal part. Then for every K > 0 there
exists a positive constant ε > 0 such that

(1 − ε)Γ0(z) ≤ Γ(z) ≤ (1 + ε)Γ0(z)

for every z ∈ RN+1 such that Γ0(z) ≥ K. Moreover, ε = ε(K) → 0 as K → +∞.

We observe that this relation does not hold, in general, for the fundamental solutions Γ(z; ζ)
and Γ0(z; ζ) when ζ ̸= 0.
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1.4 Mean value formulas
In this section we will first show a mean value formula which demonstration uses the diver-
gence theorem, then starting from this formula we will derive mean value formulas with more
regular kernel, by the Hadamard’s descent method.

For every r > 0 and for every z0 ∈ RN+1 let us denote by Ωr(z0) the following level set
of the fundamental solution Γ of the operator L :

Ωr(z0) =
{
z ∈ RN+1 : Γ(z0; z) > 1

r

}
Since Γ(z0; z) = Γ(z−1 ◦ z0; 0) = Γ(0; z−1

0 ◦ z) we have

Ωr(z0) = z0 ◦ Ωr(0) (1.24)

where z0 ◦ Ωr(0) denotes the z0-left translated of Ωr(0):

z0 ◦ Ωr(0) = {z0 ◦ w : w ∈ Ωr(0)}

When L ∈ K0, if G = (D(r))r≥0 is the dilations group related to L and Q is the spa-
tial homogeneous dimension of RN+1 with respect to G , then rΓ(0; z) = Γ

(
0;D

(
r

− 1
Q

)
z
)
;

therefore:
Ωr(0) = D

(
r

1
Q

)
Ω1(0) (1.25)

By (1.24) and (1.25) we can easily argue that , if L ∈ K0, then Ωr(z0) is a compact set
for every r > 0. In general, if L is an operator of K not belonging to the subclass K0, this
statement fails, as the following example shows.

Example 1.4.1 If L = ∂2
xx − x∂x − ∂t, where (x, t) ∈ R2, then

Γ(x, t) = (2π(1 − e−2t))− 1
2 exp

(
−1

2
x2

e2t − 1

)
, t > 0

Whereas, for t < 0,

Γ((0, 0); (x, t)) = (2π(1 − e−2t))− 1
2 exp

(
−1

2
x2

1 − e2t

)

Then
Γ((0, 0); (0, t)) = (2π(1 − e−2t))− 1

2 > (2π)− 1
2

Consequently, for every r ≥
√

2π, Ωr((0, 0)) is an unbounded set, since it contains the half-
line {(0, t) : t < 0}.

Proposition 1.4.1 Let Ω be an open set of RN+1 and let u ∈ C∞(Ω) be a solution of the
equation L u = 0, with L ∈ K. Then, for every z0 ∈ Ω and for every r > 0 such that Ωr(z0)
is a compact subset of Ω, we have

u(z0) = 1
r

ˆ
Ωr(z0)

M(z0, z)u(z)dz (1.26)

where
M(z0, z) = ⟨A∇xΓ(z0; z),∇xΓ(z0; z)⟩

Γ2(z0; z) (1.27)
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The proof of the following proposition follows from an appropriate definition of Green’s iden-
tity associated to L and standard arguments.

Starting from (1.26), by the Hadamard’s descent method, we can derive some mean value
formulas with more regular kernels. The descent method relies on the following remark: if
u = u(x, t) is a solution of L u = 0, then, for every m ∈ N, the function ũ(y, x, t) = u(x, t),
y ∈ Rm, is a solution of

L̃ ũ = (∆y + L )ũ = 0 (1.28)

This operator belongs to K, and can be written in the form (1.1), with matrices A and B
replaced by

Ã =
(

Im O
O A

)
B̃ =

(
O O
O B

)
If Γ is the fundamental solution of L , then a straightforward computations shows that the
fundamental solution Γ̃ of L̃ is given by

Γ̃(y0, x0, t0; y, x, t) = Γ(x0, t0;x, t)Km(y0, t0; y, t)

where Km(y0, t0; y, t) denotes the fundamental solution of the heat equation in Rm+1:

Km(y0, t0; y, t) =


(

1
4π(t0−t)

)m
2 e

− 1
4

|y0−y|2
(t0−t) t < t0

0 t ≥ t0

As a consequence the kernel M̃ in (1.27) corresponding to the operator L̃ becomes

M̃(y0, x0, t0; y, x, t) = M(x0, t0;x, t) + 1
4

|y0 − y|2

(t0 − t)2

As shown in [LP], the level set

Ω̃r(y0, z0) =
{

(y, z) ∈ Rm+N+1 : Γ̃(y0, z0; y, z) > 1
r

}
is bounded for every r > 0.
Now, let u be a solution of L u = 0 in the open subset Ω. For every z0 ∈ Ω and r > 0 such
that the closure of Ω̃r(y0, z0) is contained in Rm × Ω, keeping in mind (1.28), formula (1.26)
gives:

u(z0) = 1
r

ˆ
Ω̃r(0,z0)

M̃(0, z0; y, z)u(z)dydz

If we integrate with respect to the variable y we obtain

u(z0) = 1
r

ˆ
Ω(m)

r (z0)
M̃ (m)
r (z0; z)u(z)dz (1.29)

where
M̃ (m)
r = ωmN

m
r

(
M + m

m+ 2
N2
r

4(t0 − t)2

)
(1.30)

N2
r (z0; z) = 4(t0 − t) ln

(
rΓ(z0; z)

(4π(t0 − t)) m
2

)

Ω(m)
r (z0) =

{
z ∈ RN+1 : Γ(z0; z)

(4π(t0 − t)) m
2
>

1
r

}
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In (1.30) ωm denotes the measure of the unity ball in Rm.
We state then this mean value formula, that does not need the to check if the level set is
bounded, because we can prove that Ω(m)

r (z0) is compact.

Proposition 1.4.2 Let Ω be an open set of RN+1 and let u ∈ C∞(Ω) be a solution of the
equation L u = 0, with L ∈ K. Then, for every z0 ∈ Ω and for every r > 0 such that the
closure of the set Ω(m)

r (z0) is contained in Ω, we have

u(z0) = 1
r

ˆ
Ω(m)

r (z0)
M̃ (m)
r (z0; z)u(z)dz (1.31)

1.5 Harnack inequality

In this section we will give some Harnack inequalities for the non-negative solutions of the
equation L u = 0, which are invariant with respect to D(r). These proof rely on mean value
formulas (1.26) and (1.31).

Theorem 1.5.1 Let L ∈ K0 and let Ω be an open subset of RN+1.
We define:

Kr(z0, ε) = Ωr(z0) ∩
{

(x, t) ∈ RN+1 : t ≤ t0 − εr
2
Q

}
, ε > 0

Then for every ε ∈
(

0, c
2
Q

N

]
there exists a constant c = c(ε) > 0 such that

sup
Kr(z0,ε)

u ≤ cu(z0)

for every non-negative solution u of L u = 0 in Ω and for every z0 ∈ Ω and r > 0 such that
Ω2r(z0) ⊂ Ω (here cN is the constant defined in (1.18)).

Theorem 1.5.2 Let L ∈ K and let Ω be an open subset of RN+1. Let us fix an integer
m ≥ 3.
We define:

K(m)
r (z0, ε) = Ω(m)

r (z0) ∩
{

(x, t) ∈ RN+1 : t ≤ t0 − εr
2

Q+m

}
, ε > 0

Then for every ε ∈
(

0, c
2
Q

N

]
and r0 > 0, there exists a constant c = c(ε, r0) > 0 such that

sup
K

(m)
r (z0,ε)

u ≤ cu(z0)

for every non-negative solution u of L u = 0 in Ω and for every z0 ∈ Ω, r ∈ (0, r0] such that
Ω2r(z0) ⊂ Ω.

We can easily obtain an Harnack inequality on the following "cylinders":

Hr(z0) = z0 ◦
{

(D0(r)x, r2t) : |x| ≤ 1,−1 ≤ t ≤ 0
}
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Theorem 1.5.3 Let L ∈ K and let Ω be an open subset of RN+1.
We define:

H−
r (z0) = z0 ◦

{
(x, t) ∈ Hr(0) : t = −r2

}
Then there exist three positive constant θ = θ(L ), c = c(L ) and r0 = r0(L ) such that

sup
H−

θr
(z0)

u ≤ cu(z0)

for every non-negative solution u of L u = 0 in Ω and for every z0 ∈ Ω and r ∈ (0, r0] such
that Hr(z0) ⊂ Ω.

This last theorem restores the analogy between results presented in Theorem 1.5.1, Theorem
1.5.2 and cylindric geometry of the classical parabolic Harnack inequality.



Chapter 2

Kolmogorov operators with variable
coefficients

In this chapter we will refer to [AP] and [P].

We consider Kolmogorov operators in non-divergence form in RN+1:

L u(x, t) =
m0∑
i,j=1

aij(x, t)∂xixju(x, t) +
N∑

i,j=1
bijxj∂xiu(x, t) − ∂tu(x, t)

L =
m0∑
i,j=1

aij(x, t)∂xixj + ⟨Bx,∇x⟩ − ∂t

(2.1)

with continuous coefficients aij(x, t). As in the parabolic case, the classical theory for degen-
erate Kolmogorov operators is developed for spaces of Hölder continuous functions introduced
in Definition 1.2.8. We remark that this definition relies on the Lie group G (1.11), that is
an invariant structure for the constant coefficients operators. Even though the non-constant
coefficients operators in (2.1) are not invariant with respect to G, we will rely on the Lie
group invariance of the model operator

m0∑
j=1

∂2
xjxj

+ ⟨Bx,∇x⟩ − ∂t

associated to L . Indeed, this is a standard procedure in the study of uniformly parabolic
operators. We next list the standing assumptions of this chapter:

[H.1] The matrix B = (bij)i,j=1,...,N is a real constant matrix of the form 4. where all
⋆ blocks are zero matrices.

[H.2] The matrix A(x, t) = (aij(x, t))i,j=1,...,N is a symmetric matrix of the form 4. More-
over, it is positive definite in Rm0 and there exists a positive constant λ such that

1
λ

m0∑
i=1

|ξi|2 ≤
m0∑
i,j=1

aij(x, t)ξiξj ≤ λ
m0∑
i=1

|ξi|2 (2.2)

for every (ξ1, ..., ξm0) ∈ Rm0 and (x, t) ∈ RN+1.

[H.3] There exists α ∈ (0, 1] and M > 0 such that

|aij(z) − aij(ζ)| ≤ Md(z, ζ)α

17
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where d(·, ·) is the quasi-distance defined in Definition 1.2.7.

[H.4] For every i, j = 1, ...,m0 there exist the derivatives ∂xiaij(z) and they are bounded
and Hölder continuous functions, with exponent α.

Hypothesis H.1 and Hypothesis H.2 are related to hypoellipticity, in fact if all coefficients are
constant then operators (2.1) belong to K. In [P] is made the assumption of ⋆ blocks equal to
zero, this hypothesis was later removed in [DP]. The statement of Hypothesis H.2 is linked
to uniformly parabolic operators: if m0 = N , the operator L is uniformly parabolic and
B = O. Hypothesis H.3 implies that aij(z) are Hölder continuous functions. Hypothesis H.4
allow us to extend the results about fundamental solution to operators in divergence form:

L = div(A(z)∇x) + ⟨Bx,∇x⟩ − ∂t (2.3)

We give now a definition of classical solution to the equation L u = f under minimal regularity
assumption on u. We need first to give the definition of Lie differentiability with respect to
the vector field Y defined in (1.6):

Definition 2.0.1 (Lie differentiable function) A function u is Lie differentiable with re-
spect to the vector field X at the point z if there exists and is finite the following limit:

Xu(z) = lim
s→0

u(γ(s)) − u(γ(0))
s

where γ is the integral curve of X from z.

In particular, if Y is the vector field defined in (1.6), its integral curve is γ(s) = (E(−s)x, t−s),
with z = (x, t). Clearly, if u ∈ C1(Ω) where Ω is an open subset of RN+1, then Y u(x, t) agrees
with ⟨Bx,∇xu(x, t)⟩ − ∂tu(x, t) considered as a linear combination of the derivatives of u.
We can now give a proper definition of classical solution to L u = 0:

Definition 2.0.2 Let f ∈ C(Ω). A function u is solution to the equation L u = f in
a domain Ω of RN+1 if there exist the Euclidean derivatives ∂xi, ∂xixj ∈ C(Ω) for i, j =
1, ...,m0, the Lie derivative Y u ∈ C(Ω) and the equation

m0∑
i,j=1

aij(x, t)∂xixju(x, t) +
N∑

i,j=1
bijxj∂xiu(x, t) − ∂tu(x, t) = f(x, t)

is satisfied at any point (x, t) ∈ Ω.

The natural functional setting for the study of classical solutions is the space:

C2,α(Ω) =
{
u ∈ Cα(Ω) : ∂xi , ∂xixj , Y u ∈ Cα(Ω), for i, j = 1, ...,m0

}
This functional setting is related to the quasi-metric defined in (1.23). In fact, if we define
the following norm for u ∈ C2,α(Ω):

|u|2+α,Ω := |u|α,Ω +
m0∑
i=1

|∂xiu|α,Ω +
m0∑
i,j=1

|∂2
xixj

u|α,Ω + |Y u|α,Ω

we can state fundamentals results in classical regularity theory: Schauder estimates. We
state the following one, proved in [DPo].
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Theorem 2.0.1 Let us consider an operator L of the type (2.1) satisfying assumptions
(H1),(H2),(H3) with α < 1. Let Ω be an open subset of RN+1, f ∈ Cαloc(Ω) and let u be
a classical solution to L u = f in Ω. Then for every Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω there exists a positive
constant C such that

|u|2+α,Ω′ ≤ C

(
sup
Ω′′

|u| + |f |α,Ω′′

)
With a suitable adaptation of the Levi’s method of parametrix, we shall construct the funda-
mental solution of operators (2.1) verifying the first three hypothesis, and the fundamental
solution of operators (2.3) verifying all four hypothesis. In particular we will refer to [P].

2.1 Fundamental solution
In this section we will construct the fundamental solution via parametrix method, according
to [P]. We define for every z ∈ RN+1:

Lz =
m0∑
i,j=1

aij(z)∂2
xixj

+ ⟨Bx,∇x⟩ − ∂t

We denote by Zz(z; ζ) the fundamental solution of Lz. To simplify the notation, when z = ζ
we shall write Zζ(z; ζ) = Z(z; ζ). According to Levi’s method, we seek the fundamental
solution Γ of L by using the parametrix Z(z; ζ). We put

Γ(z; ζ) = Z(z; ζ) + J(z; ζ) (2.4)

and we require that Γ(·; ζ) is a solution of the differential equation (2.1), for z ̸= ζ:

0 = L Γ(z; ζ) = LZ(z; ζ) + L J(z; ζ) (2.5)

Suppose that the function J can be written as

J(x, t; ξ, τ) =
ˆ t

τ

ˆ
RN

Z(x, t; y, s)G(y, s; ξ, τ)dyds (2.6)

for some unknown function G.
Assuming J(z; ζ) can be differentiated under the integral sign, we obtain:

L J(z; ζ) =
ˆ t

τ

ˆ
RN

LZ(x, t; y, s)G(y, s; ξ, τ)dyds−G(z; ζ) (2.7)

then condition (2.5) can be written as

G(z; ζ) =
ˆ t

τ

ˆ
RN

LZ(x, t; y, s)G(y, s; ξ, τ)dyds+ (LZ)(z; ζ) (2.8)

It then follows that the differential equation L Γ(z; ζ) = 0 is transformed into the integral
equation (2.8), where the unknown function is G. This function can be determined by means
of the successive approximation method, which yields:

G(z; ζ) =
∞∑
k=1

(LZ)k(z; ζ) (2.9)

where
(LZ)1(z; ζ) = (LZ)(z; ζ)

(LZ)k+1 =
ˆ t

τ

ˆ
RN

(LZ)(z; y, s)(LZ)k(y, s; ζ)dyds
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In order to give some results about G (and then about the fundamental solution), we give
some estimates, whose demonstration can be found in [P]. We only remark that they are
based on (H.1),(H.2),(H.3), and (H.4) for the divergence form operators.

Proposition 2.1.1 Fix ε > 0, put Ã0 = (λ + ε)Im0, where λ is the constant appearing in
(H.2). Let denote by Γ̃ the fundamental solution corresponding to

L̃ = div(Ã0∇x) + ⟨Bx,∇x⟩ − ∂t (2.10)

Then there exists a constant c̃ > 0 such that, for every i, j = 1, ...,m0 and for every z, ζ ∈
RN+1, we have

|Z(z; ζ)| ≤ c̃Γ̃(z; ζ) (2.11)

|∂xiZ(z; ζ)| ≤ c̃√
t− τ

Γ̃(z; ζ)

|∂2
xixj

Z(z; ζ)| ≤ c̃

(t− τ) Γ̃(z; ζ)

Lemma 2.1.1 There exists an operator L̃ and a constant c̃ > 0 such that, if Γ̃ is the
fundamental solution of L̃ , then

|LZ(z; ζ)| ≤ c̃

(t− τ)1− α
2

Γ̃(z; ζ), ∀z ̸= ζ

where α is the Hölder continuity constant defined in (H.3).

Under (H.4) we have the analogous for divergence form operators.

Lemma 2.1.2 Let M be the divergence form operator defined in (2.3), verifying Hypothesis
(H.1)-(H.4). Then there exists an operator L̃ such that, for every bounded interval I ⊂ R,
there exists a constant c̃I > 0 such that, if Γ̃ denotes the fundamental solution of L̃ , then

|MZ(z; ζ)| ≤ c̃I

(t− τ)1− α
2

Γ̃(z; ζ)

Corollary 2.1.1 For every k ∈ N we have

|(LZ)k(z; ζ)| ≤ ck

(t− τ)1− αk
2

Γ̃(z ζ), ∀z, ζ ∈ RN+1 (2.12)

where
ck = c̃k

Γeul(α2 )k

Γeul(kα2 )
(2.13)

Here c̃ and Γ̃ denote the constant and the function of Lemma 2.1.1, and Γeul denotes the
Euler’s Gamma function.

We can now state this proposition, that gives us all information we need about G.

Proposition 2.1.2 There exists k0 ∈ N such that, for every interval I ⊂ R:

1. (LZ)k is a bounded function in SI := RN × I, for every k ≥ k0;

2. the series ∞∑
k=k0

(LZ)k(z; ζ)

converges uniformly on SI ;
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3. the function G defined in (2.9) satisfies the integral equation (2.8) for every ζ ∈ RN+1

and for every z ̸= ζ.

Proof.

1. follows from Corollary 2.1.1 and from the explicit expression of Γ̃(x, t; y, s), for k0 ∈ N
and k0 ≥ Q+2

α ;

2. follows from (2.12), noting that the power series

∞∑
j=1

ck0+jt
j

where ck is defined in (2.13), has radius of convergence equal to infinity;

3. using (2.12), (2.13) and the reproduction property of the function Γ̃:
ˆ
RN

Γ̃(z; y, s)Γ̃(y, s; ζ)dy = Γ̃(z; ζ)

we obtain, for every z ̸= ζ:
ˆ t

τ

ˆ
RN

(LZ)(z; y, s)G(y, s; ζ)dyds =
∞∑
k=1

ˆ t

τ

ˆ
RN

(LZ)(z; y, s)(LZ)k(y, s; ζ)dyds =

=
∞∑
k=1

(LZ)k+1(z; ζ) = G(z; ζ) − (LZ)(z; ζ)

2

Result (3) ensures that the function Γ defined in (2.4) is a solution of L Γ(z; ζ) = 0, for
every z, ζ ∈ RN+1 such that z ̸= ζ, once we prove we can differentiate J under the integral
sign.
As a consequence of Lemma 2.1.1 we have these results:

Corollary 2.1.2 For every bounded interval I ⊂ R there exists a constant k̃I > 0 such that

|G(z; ζ)| ≤ k̃I

(t− τ)1− α
2

Γ̃(z; ζ) ∀z, ζ ∈ SI , z ̸= ζ

Corollary 2.1.3 For every bounded interval I ⊂ R there exists a constant cI > 0 such that

Γ(z; ζ) ≤ cI Γ̃(z; ζ) ∀z, ζ ∈ SI , z ̸= ζ

We can now prove (2.7).

Proposition 2.1.3 Let J(z; ζ) be the function defined in (2.6). Then, for i, j = 1, ...,m0
the functions ∂xiJ , ∂2

xixj
J and the Lie derivative Y J exist and are continuous. Moreover for

every z, ζ ∈ RN+1 such that z ̸= ζ we have:

L J(z; ζ) =
ˆ t

τ

ˆ
RN

LZ(x, t; y, s)G(y, s; ξ, τ)dyds−G(z; ζ)
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Proof.
We start showing that, for i = 1, ...,m0, ∂xiJ(z; ζ) is continuous and

∂xiJ(z; ζ) =
ˆ t

τ

ˆ
RN

∂xiZ(z; y, s)G(y, s; ζ)dyds (2.14)

We first note this integral converges since, by Proposition 2.1.1 and Corollary 2.1.2 there
exists a positive constant c̃ such that
ˆ t

τ

ˆ
RN

|∂xiZ(z; y, s)G(y, s; ζ)|dyds ≤
ˆ t

τ

ˆ
RN

Γ̃(z; y, s)Γ̃(y, s; ζ)(t− s)− 1
2 (s− τ)−1+ α

2 dyds =

= Γ̃(z; ζ)
ˆ t

τ
(t− s)− 1

2 (s− τ)−1+ α
2 ds < ∞

Let φ be a function of class C2(R), such that 0 ≤ φ(t) ≤ 1 for every t ≥ 0, φ(t) = 1 for every
t ≤ 1

2 , and φ(t) = 0 for every t ≥ 1. For any fixed ε > 0, put

ηε(z;w) = 1 − φ

(∥∥∥∥D(1
ε

)
(w−1 ◦ z)

∥∥∥∥)
and

Jε(z; ζ) =
ˆ
RN ×(τ,t)

Z(z;w)ηε(z;w)G(w; ζ)dw

We first show that for every z = (x, t), ζ = (ξ, τ) ∈ RN+1, with t > τ , it holds

∂xiJε(z; ζ) =
ˆ
RN ×(τ,t)

∂xi(Zηε)(z;w)G(w; ζ)dw (2.15)

Note that, for every ε > 0, functions ηε, ∂xiηε are bounded. From Proposition 2.1.1 it follows
that there exists cε > 0 such that

|∂xi(Zηε)(z;w)| ≤ cε√
t− s

Γ̃(z;w)

On the other hand, if we set

B(z, ρ) =
{
ζ ∈ RN+1 : ∥ζ−1 ◦ z∥ < ρ

}
then (Zηε)(z;w) = 0 for every w ∈ B(z, ε2), from which

|∂xi(Zηε)(z;w)| ≤ cε sup
w∈RN+1\B(z, ε

2 )

Γ̃(z;w)√
t− s

:= c̃ε < ∞

Hence, from Corollary 2.1.2, the bound

|∂xi(Zηε)(z;w)G(w; ζ)| ≤ c̃εk̃I

(s− t)1− α
2

Γ̃(w; ζ)

holds uniformly with respect to the z variable, where the constant k̃I in Corollary 2.1.2
corresponds to the interval I = (τ, t). Since this upper bound is absolutely integrable, (2.15)
follows by Lebesgue’s Theorem, for any fixed ε > 0.
Fix ζ = (ξ, τ) ∈ RN+1, and for any T0, T1 ∈ R, τ < T0 < T1, let SI = RN × (T0, T1).
We claim that:

Jε(z; ζ) −−→
ϵ→0

J(z; ζ) ∀z ∈ SI (2.16)
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and, for every i = 1, ...,m0, z ∈ SI :

∂xiJε(z; ζ) −−−−−−⇒
ε→0

ˆ
RN ×(τ,t)

∂xiZ(z;w)G(w; ζ)dw (2.17)

(where −−−−−−⇒
ε→0

denotes the uniform convergence). If (2.16) and (2.17) hold, function J(·; ζ)
has derivatives ∂xiJ(·; ζ) on SI . Moreover these derivatives are continuous functions and, for
every z ∈ SI :

∂xiJ(z; ζ) =
ˆ
RN ×(τ,t)

∂xiZ(z;w)G(w; ζ)dw

The arbitrariness on the choice of I = (T0, T1), with τ < T0 < T1, yields the result we wanted
to show.
We are thus left with the proof of (2.16) and (2.17).
Without loss of generality, we can suppose 0 < ε ≤ ε0, with ε0 =

√
T0−τ

2 . Then

Jε(z; ζ) − J(z; ζ) =
ˆ
RN ×(τ,t)

Z(z;w)[ηε(z;w) − 1]G(w; ζ)dw

From the definition of the function ηε, we have

|ηε(z;w) − 1| ≤ 1 ∀w ∈ RN+1

ηε(z;w) − 1 = 0 ∀w ∈ RN+1 \B(z, ε)
(2.18)

From (2.11), (2.18) and Corollary 2.1.2 it follows

|Jε(z; ζ) − J(z; ζ)| ≤
ˆ
B(z,ε)

s<t

c̃k̃I Γ̃(z;w) Γ̃(w; ζ)
(s− τ)1− α

2
dw

Note that, since z ∈ SI , w ∈ B(z, ε) and ε ≤ ε0 =
√

T0−τ
2 , then s− τ ≥ ε2

0, and

Γ̃(w; ζ)
(s− τ)1− α

2
≤ c̃Nε

α−Q−2
0 (2.19)

Hence there exists a constant cS > 0, depending only on the set SI , such that

|Jε(z; ζ) − J(z; ζ)| ≤ cS

ˆ
B(z,ε)

s<t

Γ̃(z;w)dw (2.20)

Recalling that Γ̃(z;w) = Γ̃(w−1 ◦ z; 0) and that

Γ̃(D(r)z; 0) = r−QΓ̃(z; 0); det(D(r)) = rQ+2

Hence, by setting w′ = D
(

1
ε

) (
w−1 ◦ z

)
in (2.20), we obtain

|Jε(z; ζ) − J(z; ζ)| ≤ ε2cS

ˆ
B(0,1)

s<0

Γ̃(w′; 0)dw′ = ε2kS
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from which (2.16) follows.
In order to prove (2.17) we again assume 0 < ε ≤ ε0 =

√
T0−τ

2 . From (2.15)

∂xiJε(z; ζ) −
ˆ
RN ×(τ,t)

∂xiZ(z;w)G(w; ζ)dw =

=
ˆ
RN ×(τ,t)

∂xiZ(z;w)[ηε(z;w) − 1]G(w; ζ)dw+

+
ˆ
RN ×(τ,t)

Z(z;w)∂xiηε(z;w)G(w; ζ)dw = Iε(z; ζ) + IIε(z; ζ)

(2.21)

We next evaluate the quantity Iε and IIε. Using (2.18), Proposition 2.1.1 and Corollary 2.1.2
we get:

|Iε(z; ζ)| ≤
ˆ
B(z;ε)

s<t

c̃k̃I√
t− s

Γ̃(z;w) Γ̃(w; ζ)
(s− τ)1− α

2
dw ≤ c′

S

ˆ
B(z,ε)

s<t

Γ̃(z;w)√
t− s

dw

Last inequality follows from (2.19). Substituting again w′ = D
(

1
ε

) (
w−1 ◦ z

)
we finally obtain

|Iε(z; ζ)| ≤ εcS

ˆ
B(0,1)

s<0

Γ̃(w′; 0)√
−s

dw′ = εk′
S (2.22)

To evaluate IIε(z; ζ), we note at first that

∂xiηε(z;w) = 1
ε
φ′
(∥∥∥∥D(1

ε

)(
w−1 ◦ z

)∥∥∥∥)
Then, letting m = supR φ

′,

|∂xiηε(z;w)| ≤ m

ε
∀w ∈ RN+1

∂xiηε(z;w) = 0 ∀w ∈ RN+1 \B (z, ε)

By using these relations IIε can be treated as Iε in the previous case. We have:

|IIε(z; ζ)| ≤ mc̃k̃I
ε

ˆ
B(z,ε)

s<t

Γ̃(z;w) Γ̃(w; ζ)
(s− τ)1− α

2
dw ≤

≤ mc′
S

ε

ˆ
B(z,ε)

s<t

Γ̃(z;w)dw ≤ mc′
Sε

ˆ
B(0,1)

s<0

Γ̃(w′; 0)dw′ = mkSε

(2.23)

Then (2.17) follows combining (2.21), (2.22) and (2.23).

To show analogous relations for ∂2
xixj

and the Lie derivative with respect to Y , we need
these two estimates (whose proof can be found in [P]):

1. For every bounded interval I there exist three constant c > 0, γ, γ′ ∈ (0, 1) such that

|G(x, t; ζ) −G(x′, t; ζ)| ≤ c
|x− x′|γ

′

B

(t− τ)1− γ
2

[
Γ̃(x, t; ζ) + Γ̃(x′, t; ζ)

]
(2.24)

for every ζ = (ξ, τ) ∈ RN+1, for every t, τ ∈ I, t > τ , and for every x, x′ ∈ RN .
Here |x− x′|B = ∑N

j=1 |xj − x′
j |

1
qj represents the part related to x in (1.22).
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2. There exists a constant k > 0 such that

|∂2
xixj

Zζ(z;w) − ∂2
xixj

Zζ′(z;w)| ≤ k

t− s
∥ζ−1 ◦ ζ ′∥αΓ̃(z;w) (2.25)

for every z, w, ζ, ζ ′ ∈ RN+1 and for every i, j = 1, ...,m0.

We can now prove that, for every fixed ζ ∈ RN+1 and for every i, j = 1, ...,m0, the derivatives
∂2
xixj

J(·; ζ) exist and are continuous functions. Moreover:

∂2
xixj

J(z; ζ) =
ˆ t

τ

ˆ
RN

∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds (2.26)

We observe we cannot assert that this integrating function is absolutely integrable on RN ×
(τ, t). However, we can consider the integral in (2.26) as a "repeated integral". Indeed, since
the function G is absolutely integrable, it is sufficient to prove that, for every fixed t0 ∈ (τ, t),
the integral ˆ t

t0

ˆ
RN

∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds

converges. For every fixed s ∈ (τ, t) and for every y′ ∈ RN ,
ˆ
RN

∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds =
ˆ
RN

∂2
xixj

Z(z; y, s)
[
G(y, s; ζ) −G(y′, s; ζ)

]
dyds+

+G(y′, s; ζ)
ˆ
RN

∂2
xixj

[
Z(y,s) − Z(y′,s)

]
(z; y, s)dy +G(y′, s; ζ)

ˆ
RN

∂2
xixj

Z(y′,s)(z; y, s)dy =

= I ′(z; ζ; y′, s) + II ′′(z; ζ; y′, s) + III ′′′(z; ζ; y′, s)
(2.27)

We next give some estimates for the three addend above. Let y′ = E(s−t)x. From Proposition
2.1.1 and from (2.24) we have

|I ′(z; ζ; y′, s)| ≤
ˆ
RN

c̃

t− s
Γ̃(z; y, s)c |y − y′|γ

′

B

(s− τ)1− γ
2

[
Γ̃(y, s; ζ) + Γ̃(y′, s; ζ)

]
dy

If s ∈ (t0, t), the explicit expression of Γ̃ allows one to derive the existence of k = k(t0) > 0
such that

Γ̃(y, s; ζ)
(s− τ)t−

γ
2

≤ k ∀(y, s) ∈ RN+1 : s ≥ t0

Moreover, using (1.21) we can prove that there exists a constant M = M(T0, T1) > 0 such
that

|y − y′|γ
′

B = |y − E(s− t)x|γ
′

B ≤ M(t− s)
γ′
2

∣∣∣D ((t− s)− 1
2
)

(x− E(t− s)y)
∣∣∣
B

Therefore, from the last three inequalities it follows that there exists a constant c′(t0) > 0
such that

|I ′(z; ζ;E(s− t)x, s)| ≤ c′(t0)
(t− s)1− γ′

2

ˆ
RN

Γ̃(z; y, s)dy = c′(t0)
(t− s)1− γ′

2

(2.28)

Arguing as above, using (2.25) we can show that there exists a constant c′′(t0) > 0 such that

|I ′′(z; ζ;E(s− t)x, s)| ≤ c′′(t0)
(t− s)1− α

2

ˆ
RN

Γ̃(z; y, s)dy = c′′(t0)
(t− s)1− α

2
(2.29)
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To evaluate I ′′′, note that, for every z ∈ RN+1 we haveˆ
RN

Zz(z; y, s)dy = 1

Then, for every i, j = 1, ...,m0, we have

∂2
xixj

ˆ
RN

Zz(z; y, s)dy = 0

On the other hand, using the Lebesgue’s Theorem, for every s ∈ (τ, t) it holds

∂2
xixj

ˆ
RN

Zz(z; y, s)dy =
ˆ
RN

∂2
xixj

Zz(z; y, s)dy

Setting z = (E(t− s)x, s), we obtain I ′′′ = 0. This proves the existence of integral (2.26).

Now we put our focus in taking the second derivative inside the integral. Arguing exactly as
in the first part of the proof, it can be shown that

∂2
xixj

Jε(z; ζ) =
ˆ
RN ×(τ,t)

∂2
xixj

(Zηε)(z;w)G(w; ζ)dw (2.30)

For every fixed ζ = (ξ, τ), for every T0, T1 ∈ R, with τ < T0 < T1, let SI = RN × (T0, T1). If
we prove that, for every z ∈ SI it holds

∂2
xixj

Jε(z; ζ) −−−−−−⇒
ε→0

ˆ t

τ

ˆ
RN

∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds (2.31)

then from (2.16) and (2.17) it follows (2.26).
Without loss of generality, we can suppose that 0 < ε ≤ ε0 =

√
T0−τ

2 . From (2.30) we have

∂2
xixj

Jε(z; ζ) −
ˆ t

τ

ˆ
RN

∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds =

=
ˆ t

τ

ˆ
RN

∂2
xixj

[(ηε − 1)Z](z; y, s)G(y, s; ζ)dyds =

=
ˆ t

τ

(
Ĩ ′
ε(z; ζ; y′, s) + Ĩ ′′

ε (z; ζ; y′, s) + Ĩ ′′′
ε (z; ζ; y′, s)

)
ds

(2.32)

Functions Ĩ ′
ε, Ĩ

′′
ε and Ĩ ′′′

ε are obtained as in (2.27) with Z replaced by (ηε − 1)Z.
In order to prove (2.31) it is sufficient to find bounds independent of ε, for Ĩ ′

ε and Ĩ ′′
ε , as in

(2.28) and (2.29). This requirement can be met by showing that

|∂2
xixj

[(ηε − 1)Z](x, t; y, s)| ≤ k(ε0)
t− s

Γ̃(x, t; y, s) (2.33)

for every x, y ∈ RN , s ∈ (τ, t), ε ∈ (0, ε0). As mentioned above

|∂xiηε(z;w)| ≤ m

ε
∀w ∈ RN+1

∂xiηε(z;w) = 0 ∀w ∈ B

(
z,
ε

2

)
Moreover

∥w−1 ◦ z∥ =
N∑
j=1

|(x− E(t− s)y)j |
1

qj +
√
t− s ≤ ε

2 =⇒ 1
ε

≤ 1
2
√
t− s
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Then
|∂xiηε(z;w)| ≤ m

2
√
t− s

; ∀w, z ∈ RN+1

Analogously
|∂2
xixj

ηε(z;w)| ≤ m′

4(t− s) ; ∀w, z ∈ RN+1

Using Proposition 2.1.1 the estimate (2.33) follows. Since the integrating function on the right
hand side of (2.32) is zero for every (y, s) ∈ RN+1 satisfying s ≥ t− ε2, estimates analogous
to (2.28) and (2.29) guarantee that there exist two constant β ∈ (0, 1) and c(ε0) > 0 such
that ∣∣∣∣∣∂2

xixj
Jε(z; ζ) −

ˆ t

τ

ˆ
RN

∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds
∣∣∣∣∣ ≤

≤
ˆ t

t−ε2

∣∣∣∣ˆ
RN

∂2
xixj

[(ηε − 1)Z](z; y, s)G(y, s; ζ)dy
∣∣∣∣ ds ≤

≤
ˆ t

t−ε2

c(ε0)
(t− s)1−β ds = c′(ε0)εβ

This proves (2.31), and thus (2.26).

We now work on the Lie derivative, showing that for every ζ ∈ RN+1 the derivative Y J(z; ζ) =
⟨Bx,∇xJ(z; ζ)⟩ −∂tJ(z; ζ) exists and it is a continuous function with respect to z. Moreover

Y J(z; ζ) =
ˆ t

τ

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds−G(z; ζ) (2.34)

Here, for every ε > 0, we set

Jε(z; ζ) =
ˆ t−ε

τ

ˆ
RN

Z(z; y, s)G(y, s; ζ)dyds

Similarly to (2.16), it can be shown that, for z, ζ ∈ RN+1, ζ ̸= z, we have

Jε(z; ζ) −−−→
ε→0

J(z; ζ)

Let z = (x, t) ∈ RN+1, δ > 0 and define the path γ : (−δ, δ) → RN+1:

γ(s) = (x(s), t(s)) = (E(s)x, t+ s) (2.35)

From the definition of E(s), it follows

γ(0) = (x, t), γ̇(s) = (−Bx(s), 1)

Let ζ = (ξ, τ) ∈ RN+1 be given, with τ < t and set ε > 0 such that ε ≤ ε0 = t−τ
2 .

We next show that

Y Jε(z : ζ) =
ˆ t−ε

τ

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds−
ˆ
RN

Z(z; y, t− ε)G(y, t− ε; ζ)dy (2.36)

Consider the path defined in (2.35) with δ = ε
2 . We have

Jε(γ(σ); ζ) − Jε(γ(0); ζ)
σ

=
ˆ t−ε

τ

ˆ
RN

Z(γ(σ); y, s) − Z(γ(0); y, s)
σ

G(y, s; ζ)dyds+

+ 1
σ

ˆ t+σ−ε

t−ε

ˆ
RN

Z(γ(σ); y, s)G(y, s; ζ)dyds
(2.37)
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Being Z(z; y, s) the fundamental solution of L(y,s), it follows from (2.35) that there exists
σ⋆ ∈ (−|σ|, |σ|) satisfying

Z(γ(σ); y, s) − Z(γ(0); y, s)
σ

= d

dσ
Z(γ(σ); y, s)|σ=σ⋆ =

= −Y Z(γ(σ⋆); y, s) =
m0∑
i,j=1

aij(y, s)∂2
xixj

Z(γ(σ⋆); y, s)

Using the fact that aij are bounded functions and that t+σ⋆ > t− ε
2 , Proposition 2.1.1 gives

that the function ∑m0
i,j=1 aij(y, s)∂2

xixj
Z(γ(σ⋆); y, s) is bounded on RN × (τ, t− ε).

The summability of G yields

lim
σ→0

ˆ t−ε

τ

ˆ
RN

Z(γ(σ); y, s) − Z(γ(0); y, s)
σ

G(y, s; ζ)dyds =

= −
ˆ t−ε

τ

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds
(2.38)

Hence
ˆ
RN

Z(z; y, t− ε)G(y, t− ε; ζ)dy − 1
σ

ˆ t+σ−ε

t−ε

ˆ
RN

Z(γ(σ); y, s)G(y, s; ζ)dyds =(
setting r = s− t+ ε

σ

)
=
ˆ 1

0

ˆ
RN

[Z(z; y, t− ε) − Z(γ(σ); y, t− ε+ rσ)]G(y, t− ε; ζ)dydr+

+
ˆ 1

0

ˆ
RN

Z(γ(σ); y, t− ε+ rσ)[G(y, t− ε; ζ) −G(y, t− ε+ rσ; ζ)]dydr =

= Î ′
σ(z; ζ) + Î ′′

σ(z; ζ)

(2.39)

Since δ = ε
2 , it follows that Z(z; y, t− ε) −Z(γ(σ); y, t− ε+ rσ) is a bounded function, while

(y, r) → G(y, t− ε; ζ) is an absolutely integrable function on RN × (0, 1). Hence, from (2.35)
and the Lebesgue’s Theorem,

lim
σ→0

Î ′
σ(z; ζ) = 0 (2.40)

Applying on Î ′′
σ(z; ζ) the change of variable

η = D

(
1√

ε+ (1 − r)σ

)
(E(σ)x− E(ε+ (1 − r)σ)y)

with an obvious meaning of notations we have

|Î ′′
σ(z; ζ)| ≤ c̃

ˆ 1

0

ˆ
RN

exp
(
⟨C̃−1(1)η, η⟩

)
|G(y(η), t− ε; ζ) −G(y(η), t− ε+ rσ; ζ)|dηdr

Since G(y(η), t−ε; ζ)−G(y(η), t−ε+rσ; ζ) is a bounded function, from Lebesgue’s Theorem
it holds

lim
σ→0

Î ′′
σ(z; ζ) = 0 (2.41)

Then, from (2.39), (2.40) and (2.41) it follows

lim
σ→0

1
σ

ˆ t+σ−ε

t−ε

ˆ
RN

Z(γ(σ); y, s)G(y, s; ζ)dyds =
ˆ
RN

Z(z; y, t− ε)G(y, t− ε; ζ)dy (2.42)
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Hence (2.37), (2.38) and (2.42) yield (2.36).
Fix now ζ = (ξ, τ) ∈ RN+1, and, for every T0, T1 ∈ R with τ < T0 < T1, put SI =
RN × (T0, T1). Let us proves that, for every z ∈ SI

Y Jε(z; ζ) −−−−−−⇒
ε→0

ˆ t

τ

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds−G(z; ζ) (2.43)

Without loss of generality, we can assume 0 < ε ≤ ε0 = T0−τ
2 . As above,

ˆ t

t−ε

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds = −
m0∑
i,j=1

ˆ t

t−ε

ˆ
RN

aij(y, s)∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds

(2.44)
Using Hypothesis (H.3) and (2.24), we have that aij(y, s)G(y, s; ζ) is uniformly Hölder con-
tinuous with respect to y. Following the lines used for second derivatives (see (2.27)), we can
show that there exist two constant c(ε0) > and β ∈ (0, 1) such that∣∣∣∣∣

ˆ t

t−ε

ˆ
RN

aij(y, s)∂2
xixj

Z(z; y, s)G(y, s; ζ)dyds
∣∣∣∣∣ ≤ c(ε0)

(t− s)1− β
2

for every z ∈ SI , s ∈ (t− ε, t). Hence, from (2.44), for all z ∈ SI

ˆ t−ε

τ

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds −−−−−−⇒
ε→0

ˆ t

τ

ˆ
RN

Y Z(z; y, s)G(y, s; ζ)dyds (2.45)

Since G(· ; ζ) is a continuous and bounded function on SI , we obtain for all z ∈ SI (see the
proof of Proposition 2.1.2)

ˆ
RN

Z(z; y, t− ε)G(y, t− ε; ζ)dy −−−−−−⇒
ε→0

G(z; ζ) (2.46)

From (2.36), (2.45) and (2.46) relation (2.43) follows, and therefore (2.34).
The thesis follows from (2.14), (2.26) and (2.34). 2

We have shown that the function Γ we built via parametrix method is a solution of the
equation L Γ = 0 in RN+1 \ {ζ}, for any ζ ∈ RN+1. In order to prove that Γ is the funda-
mental solution of L , we only need to prove the following:

Theorem 2.1.1 For every function f ∈ C0(RN ) we have

lim
t→τ+

ˆ
RN

Γ(x, t; ξ, τ)f(ξ)dξ = f(x)

for every x ∈ RN , τ ∈ R.

Proof.
Recall that Γ was defined as

Γ(z; ζ) = Z(z; ζ) + J(z; ζ)

Since Zz is the fundamental solution of Lz, for every x ∈ RN ,

lim
t→τ+

ˆ
RN

Z(x,τ)(x, t; ξ, τ)f(ξ)dξ = f(x) (2.47)



30 CHAPTER 2. KOLMOGOROV OPERATORS WITH VARIABLE COEFFICIENTS

Moreover, since, from Hypothesis (H.3), it follows

lim
w→w′

ˆ
RN

|Zw(z; ξ, τ) − Zw′(z, ξ, τ)| dξ =

= lim
w→w′

ˆ
RN

|Zw(0, 0; ξ, τ − t) − Zw′(0, 0, ξ, τ − t)| dξ = 0

and f is a bounded function, we can easily derive

lim
t→τ+

ˆ
RN

[
Z(ξ,τ)(z; ξ, τ) − Z(x,τ)(z; ξ, τ)

]
f(ξ)dξ = 0 (2.48)

Finally, applying Corollary 2.1.2 and Proposition 2.1.1 to the definition of J in (2.6), we get

|J(z; ζ)| ≤
ˆ t

τ

c̃k̃I

(s− τ)1− α
2

ˆ
RN

Γ̃(z; y, s)Γ̃(y, s; ζ)dyds = c′(t− s)
α
2 Γ̃(z; ζ) (2.49)

from which
lim
t→τ+

ˆ
RN

J(z; ξ, τ)f(ξ)dξ = 0 (2.50)

The result follows from (2.47), (2.48) and (2.50). 2

We can see this theorem from the following point of view.
Let’s consider the following Cauchy problem:{

L u = 0 (x, t) ∈ RN × R+

u(x, 0) = f(x) x ∈ RN
(2.51)

then
u(x, t) =

ˆ
RN

Γ(x, t; ξ, 0)f(ξ)dξ

is a classical solution of (2.51). In fact, from the boundedness of f we can easily show that

L u(x, t) =
ˆ
RN

(L Γ)(x, t; ξ, 0)f(ξ)dξ = 0 (x, t) ∈ RN × R+

Moreover, we take the initial condition in the limit sense, i.e.:

lim
t→0

u(x, t) = f(x)

We prove now the following theorem about the regularity of Γ.

Theorem 2.1.2 Let Γ be the fundamental solution of (2.1) built via the parametrix method.
Then Γ ∈ L1

loc(RN+1) ∩ C(RN+1 \ {ζ}).

Proof.
The continuity derives from the definition of Γ (2.4) and from the property of G stated in
Proposition 2.1.2.
From (2.11) and (2.49) we have, for every K ⊂⊂ RN+1:ˆ

K
|Γ(x, t; ξ, τ)|dxdt =

ˆ
K

|Z(x, t; ξ, τ) + J(x, t; ξ, τ)|dxdt ≤

≤
ˆ
K

|Z(x, t; ξ, τ)|dxdt+
ˆ
K

|J(x, t; ξ, τ)|dxdt ≤

≤ c̃

ˆ
K

|Γ̃(x, t; ξ, τ)|dxdt+ c′
ˆ
K

(t− s)
α
2 Γ̃(x, t; ξ, τ)dxdt < +∞
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These last two integrals are both finite because Γ̃ is the fundamental solution associated to
(2.10), and there exists a constant MK , depending on the compact K, such that (t− s) α

2 ≤
MK . 2

We give now two estimates for the fundamental solution and its derivatives.

Theorem 2.1.3 Let L be an operator as in (2.1) veryfing Hypothesis (H.1),(H.2),(H.3),
or be as in (2.3) veryfing Hypothesis (H.1),(H.2),(H.3),(H.4). Then, for every ε > 0,
there exists K > 0 such that

(1 − ε)Z(z; ζ) ≤ Γ(z; ζ) ≤ (1 + ε)Z(z; ζ)

for any (z; ζ) ∈ RN+1 such that Z(z; ζ) ≥ K.

Theorem 2.1.4 There exist two positive constant c0,K such that, for every z, ζ ∈ RN+1

satisfying Γ(z; ζ) ≥ K0, and for every i = 1, ...,m0,

|∂xiΓ(z; ζ)| ≤ c

[
|D((t− τ)− 1

2 (x− E(t− τ)ξ)|√
t− τ

+ 1
]

Γ(z; ζ)

2.2 Cauchy problem
We will give now some results concerning the Cauchy problem associated to the operator:

L =
m0∑
i,j=1

aij(x, t)∂xixj +
m0∑
i=1

ai(x, t)∂xi + ⟨Bx,∇x⟩ + c(x, t) − ∂t (2.52)

that is a generalization of (2.1) containing low order terms.
We assume that:

[H.1] The matrix B = (bij)i,j=1,...,N is a real constant matrix of the form 4.

[H.2] The matrix A(x, t) = (aij(x, t))i,j=1,...,N is a symmetric matrix of the form 4. More-
over, it is strictly positive in Rm0 and there exists a positive constant λ such that

1
λ

m0∑
i=1

|ξi|2 ≤
m0∑
i,j=1

aij(x, t)ξiξj ≤ λ
m0∑
i=1

|ξi|2 (2.53)

for every (ξ1, ..., ξm0) ∈ Rm0 and (x, t) ∈ RN+1.

[H.3] The coefficients aij(x, t), ai(x, t), c(x, t) are bounded and belong to Cα(RN+1).

We summarize the results obtained in [DP], that are a generalization of the results stated in
[P].

Theorem 2.2.1 Assume that L in (2.52) verifies hypotheses (H1),(H2),(H3). Then there
exists a fundamental solution Γ to L with the following properties:

1. Γ(·; ζ) ∈ L1
loc(RN+1) ∩ C(RN+1 \ {ζ}) for every ζ ∈ RN+1;

2. Γ(·; ζ) is a classical solution to L u = 0 in RN+1 \ {ζ} for every ζ ∈ RN+1;
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3. if g ∈ C(RN ) is such that:

|g(x)| ≤ C0eC0|x|2 , ∀x ∈ RN (2.54)

for some positive constant C0 ; then there exists:

lim
t→τ+

ˆ
RN

Γ(x, t; ξ, τ)g(ξ)dξ = g(x), ∀x ∈ RN , τ ∈ R

4. the reproduction property holds:
ˆ
RN

Γ(x, t; y, s)Γ(y, s; ξ, τ)dy = Γ(x, t; ξ, τ), ∀x, ξ ∈ RN , τ < s < t

5. if c(x, t) ≡ c is constant, then:
ˆ
RN

Γ(x, t; ξ, τ))dξ = e−c(t−τ), ∀x ∈ RN , τ < t (2.55)

6. if Γε denotes the fundamental solution of the following operator:

L ε = (λ+ ε)∆Rm0 + ⟨Bx,∇x⟩ − ∂t (2.56)

where ε > 0, λ is defined as in (2.2) and ∆Rm0 denotes the Laplacian in Rm0 (in
particular L ε ∈ K0); then for every positive ε and T , there exists a constant C, only
dependent on λ, B, ε, and T , such that:

Γ(z; ζ) ≤ CΓε(z; ζ)

|∂xiΓ(z; ζ)| ≤ C√
t− τ

Γε(z; ζ)

|∂2
xixj

Γ(z; ζ)| ≤ C

t− τ
Γε(z; ζ)

|Y Γ(z; ζ)| ≤ C

t− τ
Γε(z; ζ)

for any i, j = 1, ...,m0 and z, ζ ∈ RN+1 with 0 < t− τ < T .

Let’s consider the following Cauchy problem:{
L u(x, t) = f(x, t) (x, t) ∈ RN × (T0, T1)
u(x, T0) = g(x) x ∈ RN

where g ∈ C(RN ) is such that:

|g(x)| ≤ C0eC0|x|2 , ∀x ∈ RN , C0 ∈ R+ (2.57)

and f ∈ C(RN × (T0, T1)) is such that:

|f(x, t)| ≤ C1eC1|x|2 , ∀(x, t) ∈ RN × (T0, T1) (2.58)

for some positive constant C0, and for any compact subset M of RN there exists a positive
constant C and β ∈ (0, 1) such that:

|f(x, t) − f(y, t)| ≤ Cd((x, t), (y, t))β ∀x, y ∈ M, t ∈ (T0, T1)
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where d is the quasi-distance defined in (1.23).
Then there exists T ∈ (T0, T1) such that the function:

u(x, t) =
ˆ
RN

Γ(x, t; ξ, T0)g(ξ)dξ −
ˆ t

T0

ˆ
RN

Γ(x, t; ξ.τ)f(ξ, τ)dξdτ (2.59)

is solution to the Cauchy problem:{
L u(x, t) = f(x, t) (x, t) ∈ RN × (T0, T )
u(x, T0) = g(x) x ∈ RN

Moreover if u is a solution to the Cauchy problem with null f and g, and verifies estimate
(2.58), then u ≡ 0; in particular, the function in (2.59) is the unique solution to problem
verifying estimate (2.58).

These results follow using the same argument we used in the last section.

We state now two propositions about the function G(z; ζ) defined in the parametrix method,
proved in [DP], that we will use in the sequel.

Proposition 2.2.1 The function G satisfies the following estimate: for any ζ ∈ RN+1, for
any ε > 0 there exists a positive constant C1 (only depending on ε, T ∗, λ and B) such that:

|G(z; ζ)| ≤ C1
Γε(z; ζ)

(t− τ)1− α
2
, ∀z = (x, t) ∈ RN × (τ, T ∗)

Proposition 2.2.2 For every ε > 0 and T ∗ > 0 there exists a positive constant C2, such
that:

|G(x, t; ξ, τ) −G(y, t; ξ, τ)| ≤ C2
|x− y|

α
2
B

(t− τ)1− α
4

(Γε(x, t; ξ, τ) + Γε(y, t; ξ, τ))

for any (ξ, τ) ∈ RN+1, t ∈ (τ, τ + T ∗] and x, y ∈ RN .
Here | · |B represents the component in the the homogeneous norm associated to the first N
variables, that means:

∥z∥ = |x|B + |t|
1
2 ∀z = (x, t) ∈ RN+1
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Chapter 3

Kuramoto model

One of the most fascinating phenomena in nature is the tendency to synchronization. It
pervades nature at every scale from the nucleus to the cosmos, and even our heart exhibits
this phenomenon. A cluster of about 10, 000 cells, called the sinoatrial node, generates the
electrical rhythm that commands the rest of the heart to beat, and it must do so reliably,
minute after minute, for about three billion beats in a lifetime. These cells are a collection of
oscillators, i.e. entities that cycle automatically, and repeat themselves over and over again at
more or less regular time intervals. The cells have to coordinate their rhythm, reaching some
kind of synchronization: as a matter of fact if they send mixed signals the heart becomes
deranged.
Huygens was one of the pioneers in the study of synchronization. In February of 1665 the
Dutch physicist was confined to his bedroom for several days, and observed a curious phe-
nomenon: the two pendulum clocks in the room, separated by two feet, kept oscillating
together without any variation; moreover, mixing up the swings of the pendulums the syn-
chronization returned after some time. Intrigued by this phenomenon, he carried out several
experiments, finding out that the synchronization could take place only if they could com-
municate in some way.
In the following centuries many mathematicians studied the problem, coming up with differ-
ent models: some of these describe specific problems, while others have been created with the
aim of being general enough to describe the dynamics of different systems, even concerning
very different areas such as Biology, Medicine, Neuroscience, Chemistry, Physics, Engineer-
ing and Social Sciences as well. One of the most famous model that belongs to the latter
group is the one proposed by Kuramoto, nowadays a landmark in the field of synchronization.

The Kuramoto model is a system of ordinary differential equations introduced in the late
decades of the last century in [Ku] to describe at least qualitatively many synchronization
phenomena: indeed it describes the collective behavior of a population that can be seen as a
group of oscillators.
Let’s consider a population of N oscillators. We denote as θi(t) the phase related to the i-th
oscillator, and as ωi its natural frequency, which is an intrinsic parameter of the i-th oscil-
lator. We suppose that these natural frequencies are distributed according to an unimodal
distribution g(ω) such that:

• g ∈ L1(R);

• g is normalized, that means: ˆ
R
g(ω)dω = 1

35
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• g has mean frequency Ω, that means:

Ω =
ˆ
R
ωg(ω)dω

• g is symmetric with respect to its mean frequency Ω, that means:

g(Ω − ω) = g(Ω + ω), ∀ω ∈ R,

The governing equation is given by the following system of ordinary differential equations:

θ̇i = ωi + K

N

N∑
j=1

sin(θj − θi), i = 1, ..., N (3.1)

where K is a real positive constant sizing the coupling strength between the oscillators.
We observe that this is a mean-field coupling, where each oscillator exerts the same influence
on all the others. There are also more general models, called hierarchicals:

θ̇i = ωi + 1
N

N∑
j=1

Kij sin(θj − θi), i = 1, ..., N

In this kind of models the coupling between each oscillator may vary.
The coupling is nonlinear, thus the ensuing phenomena may be expected to be rather com-
plicated.
Let us define the following complex number, called order parameter :

rN (t)eiψN (t) = 1
N

N∑
j=1

eiθj(t) (3.2)

The phase ψN (t) is the mean phase of the system. The modulus rN (t) represents the coherence
of the system: when rN (t) = 0 the system is in a full incoherence state and no synchronization
occurs, while when it increases the system enters in a state of partial synchronization where
some oscillators are synchronized. In the full coherence state (rN (t) = 1) every oscillator is
synchronized, and the system can be treated as one oscillator with phase ψN (t).
We can restate (3.1) using the order parameter:

θ̇i = ωi +KrN sin(ψN − θi), i = 1, ..., N (3.3)

which is the equation of an overdamped pendulum with torque ωi and restoring force pro-
portional to KrN . This formulation simplifies the analytical treatment.
Although requiring this type of coupling may seem restrictive and unrealistic, it was shown
that (3.3) describes some important physical phenomena such as some Josephson array and
the interaction of quasi-optical oscillators with a cavity, and it gives us a starting point to
study synchronization in generic oscillators.
Kuramoto model shows how synchronization in a population of many coupled oscillators may
occur, and the type of synchronization:

• frequency synchronization, where each oscillator completes its cycle at the same time;

• phase synchronization, where each oscillator is at the same point in the cycle;

Kuramoto based his studies on a self consistency argument, reaching the following conclusions:
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• the oscillators that synchronize have natural frequency ωi "close" to the mean frequency
Ω:

|ωi − Ω| ≤ Kr

• the oscillators will only synchronize in frequency generally;

• the oscillators that do not synchronize form a stationary distribution which does not
affect the coherence rN (t);

• full coherence state (rN (t) = 1) is in general impossible for finite coupling K;

• for coupling K lower than a threshold Kc no synchronization occurs (phase transition
phenomenon).

Equations (3.1) represent a molecular dynamics type model, typical in the case of a population
of oscillators made up of a finite number of elements. We can extend the Kuramoto model
to a population of infinitely many oscillators: this was described by Strogatz in [S].
Let’s consider a continuum of oscillators whose natural frequency distribution is g(ω).
Let ρ = ρ(θ, ω, t) be a density function describing the fraction of oscillators at phase θ with
natural frequency ω at the time t, a nonnegative function that is normalized:

ˆ 2π

0
ρ(θ, ω, t)dθ = 1, ∀ (ω, t) ∈ R × [0,+∞)

Moreover ρ(θ, ω, t) is a function 2π periodic in θ.
The evolution of ρ is described by the following continuity equation, an hyperbolic partial
differential equation:

∂ρ

∂t
= − ∂

∂θ
(ρv)

which expresses conservation of oscillators of frequency ω. Here the velocity v(θ, ω, t) is
interpreted in an Eulerian sense as the instantaneous velocity of an oscillator at position θ,
given that it has natural frequency ω.
From (3.3) that velocity is:

v(θ, ω, t) = ω +Kr sin(ψ − θ)

where r(t) and ψ(t) follow from the law of large numbers applied to (3.2):

reiψ =
ˆ 2π

0

ˆ
R

eiθρ(θ, ω, t)g(ω)dωdθ

Combining these equations we obtain the following nonlinear partial integro-differential equa-
tion for the density ρ:

∂ρ

∂t
= − ∂

∂θ

[
ρ

(
ω +K

ˆ 2π

0

ˆ
R

sin(θ′ − θ)ρ(θ′, ω′, t)g(ω′)dω′dθ′
)]

(3.4)

Both (3.3) and (3.4) describe deterministic phenomena. We can extend these models adding
noise to describe stochastic phenomena. A first generalization has been studied by Sakaguchi
in [Sa], who extended the model to allow rapid stochastic fluctuations in the natural frequen-
cies.
The governing equations for N oscillators take now the form of a system of Langevin equa-
tions:

θ̇i = ωi + ξi + K

N

N∑
j=1

sin(θj − θi), i = 1, ..., N (3.5)
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where the variables ξi = ξi(t) are independent white noise processes that satisfy:

⟨ξi(t)⟩ = 0
⟨ξi(s)ξj(t)⟩) = 2Dδijδ(s− t)

(3.6)

where D ≥ 0 is the noise strength, δij is the Kronecker delta, δ(t) is the Dirac delta and the
angular brackets denote in this case an average over realizations of the noise.
Sakaguchi argued intuitively that since (3.5) is a system of Langevin equations with mean-
field coupling, as N → ∞ the density ρ(θ, ω, t) should satisfy the following Fokker–Planck
equation:

∂ρ

∂t
= D

∂2ρ

∂θ2 − ∂

∂θ

[
ρ

(
ω +K

ˆ 2π

0

ˆ
R

sin(θ′ − θ)ρ(θ′, ω′, t)g(ω′)dω′dθ′
)]

(3.7)

The previous equation is a nonlinear parabolic partial integro-differential equation, that re-
duces to (3.4) when D = 0.

Linear stability of the incoherent state, concerning both the deterministic and the stochastic
case, was studied by Strogatz and Mirollo in [SM]. They showed that in the continuum limit,
the incoherent solution is stable for all coupling not strong enough (K < Kc) and becomes
unstable for stronger coupling (K > Kc), meaning that a partially synchronized state exists.
Moreover, they showed that if some noise affects the system then the incoherent solution
(r(t) = 0) is unique whenever K < Kc , while there are infinitely many solutions in the
absence of noise.

One of the most fascinating phenomena where we observe some kind of synchronization
is that of the southeast Asia fireflies: thousands of fireflies that orchestrate their flashings so
precisely that they become one pulsating light. One of the most famous and studied species
is Pteroptyx malaccae. This particular species has the ability to alter its firing frequency up
to 15%, realizing synchronization with very small phase lags.
In 1991 Ermentrout, in his studies on this fireflies, introduced in [E] a model with inertia,
that is a model with a mass-type element, formulated as a system of second-order ordinary
differential equations for phases. This was an "adaptive frequency" model, which implies that
the natural frequencies of all oscillators are allowed to vary with time. This step towards a
second order model was done to cross the obstacle that is in phase synchronization: indeed,
a second order model leads now to have almost a phase synchrony, where the phase shift
between synchronized oscillators is inversely proportional to the mass.
Based on the model proposed by Ermentrout, Tanaka and al. in [TLO] elaborated a second
order variation of Kuramoto model:

mθ̈i + θ̇i = Ωi + K

N

N∑
i=1

sin(θj − θi), i = 1, ..., N (3.8)

where m > 0 is the inertial term, and now we denote as Ωi the natural frequency related to
the i-th oscillator, which oscillates at frequency ωi = θ̇i.
Through (3.2) we can restate (3.8):

mθ̈i + θ̇i = Ωi +KrN sin(ψN − θi), i = 1, ..., N

which is the governing equation for a single damped driven pendulum with torque Ωi.
The analytical treatment is now more complex, also for the dependence on initial conditions.
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Following the same argument used by Kuramoto, it was shown that the system can exhibit
hysteretic synchrony depending on the initial conditions: the coupling needed to bring a com-
pletely incoherent system to a partial synchronization state must be higher than a threshold
Kc,low, while the coupling needed to make incoherent a coherent system must be lower than
a threshold Kc,up such that Kc,up < Kc,low.

Starting from such contributions, in 1998 Acebroan and Spigler formulated in [AS] an exten-
sion of (3.8) adding white noise, obtaining a system of second-order Langevin equations that
consider an inertial term:

mθ̈i + θ̇i = Ωi +KrN sin(ψN − θi) + ξi i = 1, ..., N (3.9)

where ξi = ξi(t) is the function that takes into account noise, whose properties are defined in
(3.6).
If we set θ̇i = ωi, reasoning as in (3.7) we get the following nonlinear ultraparabolic partial
integro-differential equation:

D

m2
∂2ρ

∂ω2 + 1
m

∂

∂ω
[(ω − Ω −Kρ(θ, t))ρ] − ω

∂ρ

∂θ
− ∂ρ

∂t
= 0 (3.10)

where we set:

Kρ(θ, t) = K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′ (3.11)

Here g(Ω′) denotes the natural frequency distribution of the oscillators, and it has the same
property described for the first order model.
Many results about existence, uniqueness and estimates for (3.7) and (3.10) are included in
[Sp], [Sp1], [Sp2].

We end this section by mentioning the uncertainty principle introduced in [Sp].
The synchronization phenomena deal with phase and frequencies synchronization. It was
shown that, as in Quantum Mechanics, we can’t determine with arbitrary accuracy both
phase and velocity in the noise models. Indeed, denoting as ∆θ and ∆v the spreads in phase
and in velocity, for large value of the coupling parameter K we have:

∆θ∆v ∼ D

for equation (3.5), while for equation (3.9) we have:

∆θ∆v ∼ D√
mK

and we observe that a large mass m and a strong coupling K lower this uncertainty, while
the noise D tends to make the uncertainty more significant.

3.1 Existence and uniqueness of classical solutions

In this section we study the existence and uniqueness of classical solutions for the non linear
equation arising in the model with inertial term.
We will consider normalized parameters, that is D = m = 1.
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Let define ST = R3 × (0, T ): we are looking for a function ρ = ρ(θ, ω,Ω, t) such that satisfies
the following Cauchy problem:

∂2ρ

∂ω2 + ∂

∂ω
[(ω − Ω −Kρ(θ, t))ρ] − ω

∂ρ

∂θ
− ∂ρ

∂t
= 0 in ST

ρ(θ, ω,Ω, 0) = ρ0(θ, ω,Ω) in R3
(3.12)

where we set:

Kρ(θ, t) = K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′ (3.13)

We define a property that will be use often in the sequel.

Definition 3.1.1 We say that a function f(θ, ω,Ω, t) : Λ ⊆ R4 → R has an exponential
decay in ω if there exist two positive constant M,C such that:

f(θ, ω,Ω, t) ≤ Ce−Mω2 ∀(θ, ω,Ω, t) ∈ Λ (3.14)

We will say that f verifies property (E) if (3.14) holds.

We list the assumptions on the initial datum ρ0:

1. ρ0 ∈ C(R3);

2. ρ0 is strictly positive and verifies (E);

3. ρ0 is 2π periodic in θ;

4. for every Ω ∈ R we have: ˆ
R

ˆ 2π

0
ρ0(θ, ω,Ω)dθdω = 1

Remark 3.1.1 We notice that Kρ(θ, t) is 2π periodic with respect to θ, in accordance with
the periodicity of Kuramoto model. This hints to search for periodic solutions.

Let us now make some observations:

• this equation is similar to the one associated to operator (2.52), so we are looking for
a continuous function ρ classical solution to the equation with ∂ωρ, ∂2

ωωρ and Y ρ =
ω∂ωρ− ω∂θρ− ∂tρ continuous functions;

• the function g(Ω) denotes the natural frequency distribution of the oscillators: we
suppose that g ∈ L1(R);

• we observe that Ω appears in the equation as a constant and as integration parameter,
but no derivatives in Ω appear;

• the positive parameter K represents the strength of the coupling between the oscillators,
and it is a constant parameter;

• we observe that point 4. means that ρ0 is normalized: this is because we want a solution
ρ that is a density function.
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In the sequel we will use the distance defined in (1.23), where the matrix related to the left
translations is:

E(t) =
(

e−t 0
1 − e−t −1

)
while the matrix related to the dilations, that defines the homogeneous norm, is:

D(r) = diag(r, r3, r2)

We prove now a lemma that will be useful in our proof, based on the link between (3.12) and
(2.52).

Lemma 3.1.1 If a classical solution ρ to (3.12) exists and verifies (E), then:

1. ρ derivatives verify (E) for every fixed t > 0, in particular there exist two positive
constant M,C such that:

sup
θ,Ω

|∂ρ(θ, ω,Ω, t)| ≤ C√
ti

e−Mω2
.

where ∂ stands for ∂ω (i = 1), ∂2
ωω or Lie derivative Y (i = 2);

2. ρ is 2π periodic in θ;

3. for every Ω ∈ R and for every t ∈ [0, T ) we have:
ˆ
R

ˆ 2π

0
ρ(θ, ω,Ω, t)dθdω = 1

4. ρ is strictly positive, that is ρ(θ, ω,Ω, t) > 0 for every t ≥ 0.

Proof.
In the sequel we will study equation (3.12) for fixed Ω ∈ R. We set S∗

T := R2 × (0, T ).
First we note that if a solution ρ exists, then the operator associated to the equation in (3.12)
is in the form (2.52). Indeed the equation becomes:

L ρ = ∂2
ωωρ+ ω∂ωρ− ω∂θρ+ Φρ(θ,Ω, t)∂ωρ+ ρ− ∂tρ = 0 (3.15)

where Φρ(θ,Ω, t) = −Ω −Kρ(θ, t).
We have:

A =
(

1 0
0 0

)
B =

(
1 0

−1 0

)

a(ω, θ, t) = Φρ(θ,Ω, t) c(ω, θ, t) = 1

Moreover, if we write explicitly Φρ(θ,Ω, t):

Φρ(θ,Ω, t) = −Ω −K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′

we claim that for every (θ, ω,Ω, t), (θ̃, ω̃,Ω, t) ∈ R3 × (0, T ), we have:

|Φρ(θ,Ω, t) − Φρ(θ̃,Ω, t)| ≤ L̃ d((θ, ω, t), (θ̃, ω̃, t))
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where L̃ is a positive constant.
Through trigonometric formulas, we have:

|Φρ(θ,Ω, t) − Φρ(θ̃,Ω, t)| =
∣∣∣Kρ(θ, t) −Kρ(θ̃, t)

∣∣∣ ≤

≤K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣∣sin(θ′ − θ)ρ(θ′, ω′,Ω′, t) − sin(θ′ − θ̃)ρ(θ′, ω′,Ω′, t)
∣∣∣ dθ′dω′dΩ′ ≤

≤K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣sin(θ′)
∣∣ ∣∣∣cos(θ)ρ(θ′, ω′,Ω′, t) − cos(θ̃)ρ(θ′, ω′,Ω′, t)

∣∣∣ dθ′dω′dΩ′+

+K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣cos(θ′)
∣∣ ∣∣∣sin(θ)ρ(θ′, ω′,Ω′, t) − sin(θ̃)ρ(θ′, ω′,Ω′, t)

∣∣∣ dθ′dω′dΩ′ ≤

≤K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣∣cos(θ) − cos(θ̃)
∣∣∣ ∣∣ρ(θ′, ω′,Ω′, t)

∣∣ dθ′dω′dΩ′+

+K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣∣sin(θ) − sin(θ̃)
∣∣∣ ∣∣ρ(θ′, ω′,Ω′, t)

∣∣ dθ′dω′dΩ′

By the regularity of cos(θ) and sin(θ), there exists C1 ∈ R+ such that:∣∣∣cos(θ) − cos(θ̃)
∣∣∣ ≤ C1 d((θ, ω, t), (θ̃, ω̃, t))∣∣∣sin(θ) − sin(θ̃)
∣∣∣ ≤ C1 d((θ, ω, t), (θ̃, ω̃, t))

Then for property (E) we have:

|Φρ(θ,Ω, t) − Φρ(θ̃,Ω, t)| ≤ 2K1 d((θ, ω, t), (θ̃, ω̃, t))
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)e−M(ω′)2

dθ′dω′dΩ′ =

=L̃ d((θ, ω, t), (θ̃, ω̃, t))
(3.16)

where K1 is a positive constant.
Furthermore Φρ is bounded, as a direct consequence of property (E).

These properties allow us to use the parametrix method, this means that the operator asso-
ciated to the equation in (3.15) is in the form (2.52), with Hölder exponent α = 1, implying
that ρ is a classical solution of the following Cauchy problem:{

L ρ = ∂2
ωωρ+ ω∂ωρ− ω∂θρ+ Φρθ,Ω, t)∂ωρ+ ρ− ∂tρ = 0 in S∗

T

ρ(θ, ω,Ω, 0) = ρ0(θ, ω,Ω) in R2

We can apply then the results stated in Theorem 2.2.1: let ΓΩ be the fundamental solution
of (3.15), the representation formula (2.59) holds:

ρ(θ, ω,Ω, t) =
ˆ
R

ˆ
R

ΓΩ(θ, ω, t; η, ξ, 0)ρ0(η, ξ,Ω)dηdξ (3.17)

To prove that ∂ρ verifies property (E) we first note that:

∂ρ(θ, ω,Ω, t) =
ˆ
R

ˆ
R
∂ΓΩ(θ, ω, t; η, ξ, 0)ρ0(η, ξ,Ω)dηdξ

Then by point 6 of Theorem 2.2.1 we have:

|∂ρ(θ, ω,Ω, t)| ≤ C√
ti

ˆ
R

ˆ
R

ΓεΩ(θ, ω, t; η, ξ, 0)ρ0(η, ξ,Ω)dηdξ
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where i = 1 for ∂ω, otherwise i = 2.
Property (E) follows then from the exponential decay of the fundamental solution and the
exponential decay of the initial datum.
Indeed, the following change of variables:

(x, y) = (η, ξ) − E−1(−t)(ω, θ)T

leads to:

|∂ρ(θ, ω,Ω, t)| ≤ C√
ti

ˆ
R

ˆ
R

ΓεΩ(0, 0, t;x, y, 0)ρ0(e−tω + x, y − e−tω + ω + θ,Ω)dxdy ≤

≤ C√
ti
C0

ˆ
R

ˆ
R

ΓεΩ(0, 0, t;x, y, 0)e−M(e−tω+x)2
dxdy ≤

≤ C√
ti
C0

ˆ
R

ˆ
R

ΓεΩ(0, 0, t;x, y, 0)e−Me−2tω2e−2M(e−tωx)dxdy ≤ C√
ti

e−Mω2

The proof of the periodicity follows from an uniqueness argument. Indeed, let define
v(θ, ω,Ω, t) := ρ(θ + 2π, ω,Ω, t): from the 2π periodicity of (3.13) and of the initial datum
ρ0(θ, ω,Ω), we have that v(θ, ω,Ω, t) is a solution of the same Cauchy problem.
Then u(θ, ω,Ω, t) := ρ(θ, ω,Ω, t) − v(θ, ω,Ω, t) is a solution of:{

L u = 0
u(θ, ω,Ω, 0) = 0

Moreover u(θ, ω,Ω, t) verifies property (E), this means we can apply the result stated in the
last part of Theorem 2.2.1, concluding that u ≡ 0, then ρ(θ, ω,Ω, t) = ρ(θ + 2π, ω,Ω, t).

For the proof of the third point we integrate (3.15) in θ and in ω, and we get:
ˆ
R

ˆ 2π

0
∂tρdθdω =

ˆ
R

ˆ 2π

0
∂ω(∂ωρ+ (ω − Ω −Kρ(θ, t))ρ)dθdω −

ˆ
R

ˆ 2π

0
ω∂θρdθdω

For the periodicity in θ we have:
ˆ
R

ˆ 2π

0
ω∂θρdθdω =

ˆ
R
ω [ρ]2π0 dω = 0

Thanks to the exponential decay in ω for every fixed t ∈ (0, T ), we can apply Fubini Theorem,
then the first integral in the right side vanishes:
ˆ 2π

0

ˆ
R
∂ω(∂ωρ+(ω−Ω−Kρ(θ, t))ρ)dωdθ =

ˆ 2π

0
lim

R→±∞
[∂ωρ+(ω−Ω−Kρ(θ, t))ρ)]+R−Rdθ = 0

Moreover the same arguments lead to the following relations:

∂t

ˆ
R

ˆ 2π

0
ρ(θ, ω,Ω, t)dθdω = ∂t

ˆ
R

ˆ 2π

0
ρ(θ, ω,Ω, t)dθdω − ω∂ω

ˆ
R

ˆ 2π

0
ρ(θ, ω,Ω, t)dθdω+

+ω∂θ
ˆ
R

ˆ 2π

0
ρ(θ, ω,Ω, t)dθdω = −Y

ˆ
R

ˆ 2π

0
ρ(θ, ω,Ω, t)dθdω = −

ˆ
R

ˆ 2π

0
Y ρ(θ, ω,Ω, t)dθdω =

=
ˆ
R

ˆ 2π

0
∂tρ(θ, ω,Ω, t)dθdω −

ˆ
R

ˆ 2π

0
ω∂ωρ(θ, ω,Ω, t)dθdω +

ˆ
R

ˆ 2π

0
ω∂θρ(θ, ω,Ω, t)dθdω =

=
ˆ
R

ˆ 2π

0
∂tρ(θ, ω,Ω, t)dθdω
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Then we have: ˆ
R

ˆ 2π

0
∂tρdθdω = ∂t

ˆ
R

ˆ 2π

0
ρdθdω = 0

Thus for every t ∈ (0, T ) we have:
ˆ
R

ˆ 2π

0
ρdθdω = c(Ω)

where c(Ω) is a constant that doesn’t depend on t. The thesis follows then from the normal-
ization of the initial datum.

The proof of the fourth point is a consequence of the representation formula (3.17): in-
deed both ΓΩ and ρ0 are positive functions. 2

From this lemma we have the following:

Corollary 3.1.1 For any function f(θ, ω, t, θ′, ω′,Ω′) such that:

|f(θ, ω, t, θ′, ω′,Ω′)| ≤ 1

we have: ∣∣∣∣∣
ˆ
R

ˆ
R

ˆ 2π

0
f(θ, ω, t, θ′, ω′,Ω′)g(Ω′)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′

∣∣∣∣∣ ≤ A

where
A =

ˆ
R
g(Ω′)dΩ′ (3.18)

We can now state our result:

Theorem 3.1.1 Let ρ0(θ, ω,Ω) and g(Ω) two functions such that:

1. ρ0 ∈ C(R3);

2. for every Ω ∈ R we have:
ˆ
R

ˆ 2π

0
ρ0(θ, ω,Ω)dθdω = 1

3. ρ0 is strictly positive and verifies property (E);

4. g ∈ L1(R).

Then there exists T > 0 such that there exists a unique classical solution ρ = ρ(θ, ω,Ω, t) to
the following Cauchy problem:

∂2ρ

∂ω2 + ∂

∂ω
[(ω − Ω −Kρ(θ, t))ρ] − ω

∂ρ

∂θ
− ∂ρ

∂t
= 0 in ST = R3 × (0,T)

ρ(θ, ω,Ω, 0) = ρ0(θ, ω,Ω) in R3

where:
Kρ(θ, t) = K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′ (3.19)

Moreover ρ verifies property (E), it is continuous with respect to Ω, and Lipschitz continuous
for every (θ, ω) ∈ R2 ∩ {t ≥ δ} for every δ > 0, for every fixed Ω ∈ R.
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Proof.
We construct a sequence of solutions to a linear Cauchy problem and prove its convergence
by a compactness argument.
In the sequel we fix Ω ∈ R.
We set ρ0(θ, ω,Ω, t) = ρ0(θ, ω,Ω) and we define by induction {ρn}n∈N as the solutions to:{

∂2
ωωρn + ∂ω[(ω − Ω −Kρn(θ, t))ρn] − ω∂θρn − ∂tρn = 0
ρ(θ, ω,Ω, 0) = ρ0(θ, ω,Ω)

(3.20)

where we set:

Kρn(θ, t) = K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρn−1(θ′, ω′,Ω′, t)dθ′dω′dΩ′

As ρ0 ∈ C(R3) and verifies property (E), arguing as in Lemma 3.1.1 we can show that for
every n ∈ N there exists a classical solution in R2 × (0, Tn).
Moreover, if we define Γ+(z; ζ) the fundamental solution of:

L + = λ∆Rm0 + ⟨Bx,∇x⟩ − ∂t

where λ is the constant appearing in (2.53) (which is λ = 1 in this case), we notice that Γ+

is the same for every n ∈ N. This means that Tn = T1 = T ∀n ∈ N (for more details see the
chapter "Potential estimates" in [DP]).
We have that:

• ρn is normalized ∀ t ∈ [0, T ):
ˆ
R

ˆ 2π

0
ρn(θ, ω,Ω, t)dθdω = 1

• ρn is strictly positive for every t ≥ 0;

• ρn is 2π periodic in θ.

Moreover, if we denote by ΓΩ,n the fundamental solution of (3.20), point 6 of Theorem 2.2.1
give us:

ΓΩ,n(θ, ω, t; ξ, η, 0) ≤ CΓε(θ, ω, t; ξ, η, 0)

|∂ωΓΩ,n(θ, ω, t; ξ, η, 0)| ≤ C√
t
Γε(θ, ω, t; ξ, η, 0)

|∂2
ωωΓΩ,n(θ, ω, t; ξ, η, 0)| ≤ C

t
Γε(θ, ω, t; ξ, η, 0)

|Y ΓΩ,n(θ, ω, t; ξ, η, 0)| ≤ C

t
Γε(θ, ω, t; ξ, η, 0)

(3.21)

where the constant C > 0 depends only on λ, B, ε, and T , which are the same for all n ∈ N
and for all Ω ∈ R. This means that, arguing as in the proof of Lemma 3.1.1, we can show
that {ρn}n∈N and {∂ρn}n∈N have an uniform exponential decay in ω, and there exist four
functions Qi = Qi(t), i = 1, 2, 3, 4, bounded for every t > 0, such that for every n ∈ N we
have: 

sup
θ,ω

ρn ≤ Q1(t) = Q1

sup
θ,ω

|∂ρn| ≤ Qi(t), i = 2, 3, 4
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where ∂ stand for ∂ω, ∂2
ωω or Y . This means that {ρn}n∈N and {∂ρn}n∈N are uniformly

bounded successions in R2 × [µ, T − µ], for every µ > 0.
These successions are also uniformly continuous in R2 × [µ, T − µ], indeed we have:

∂ρn(θ1, ω1,Ω, t1) − ∂ρn(θ2, ω2,Ω, t2) =

=
ˆ
R

ˆ
R

[∂ΓΩ,n(θ1, ω1, t1; η, ξ, 0) − ∂ΓΩ,n(θ2, ω2, t2; η, ξ, 0)] ρ0(η, ξ,Ω)dηdξ

We recall that ΓΩ,n is built via parametrix method:

∂ΓΩ,n(θ, ω, t; ξ, η, 0) = ∂ZΩ,n(θ, ω, t; ξ, η, 0)+
ˆ t

0

ˆ
R2
∂ZΩ,n(θ, ω, t; y, s)GΩ,n(y, s; ξ, η, 0)dyds

where the parametrix ZΩ,n is the fundamental solution of:

L = ∂ωω + ω∂ω − ω∂θ − ∂t

Then ZΩ,n = ZΩ for all n ∈ N.
We suppose without loss of generality that t1 > t2, then we have:

∂ΓΩ,n(θ1, ω1, t1; ξ, η, 0) − ∂ΓΩ,n(θ2, ω2, t2; ξ, η, 0) =
= ∂ZΩ(θ1, ω1, t1; ξ, η, 0) − ∂ZΩ(θ2, ω2, t2; ξ, η, 0) +

+
ˆ t2

0

ˆ
R2

[∂ZΩ(θ1, ω1, t1; y, s) − ∂ZΩ(θ2, ω2, t2; y, s)]GΩ,n(y, s; ξ, η, 0)dyds+

+
ˆ t1

t2

ˆ
R2
∂ZΩ(θ1, ω1, t1; y, s)GΩ,n(y, s; ξ, η, 0)dyds

We show that there is an uniform bound on GΩ,n, then, arguing as in [DP] we can show that
the integrals vanish uniformly with respect to n as t2 → t1.
For this purpose we will use Proposition 2.2.1 and Proposition 2.2.2:

|GΩ,n(y, t; ξ, η, 0)| ≤ C1
Γε(y, t; ξ, η, 0)

(t)1− α
2

|GΩ,n(x, t; ξ, η, 0) −GΩ,n(y, t; ξ, η, 0)| ≤ C2
|x− y|

α
2
B

(t)1− α
4

(Γε(x, t; ξ, η, 0) + Γε(y, t; ξ, η, 0))

Here Γε is the fundamental solution of (2.56), and α is the Hölder continuity order of (2.52).
C1 and C2 depend on ε, t1, λ,B (which are the same for all n ∈ N), moreover C2 depends on
the following upper bounds:

• |Φρ,n(θ, ω,Ω, t) − Φρ.n(θ̃, ω̃,Ω, t)| =
∣∣∣Kρn(θ, t) −Kρn(θ̃, t)

∣∣∣ ≤

≤K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣∣cos(θ) − cos(θ̃)
∣∣∣ ∣∣ρn−1(θ′, ω′,Ω′, t)

∣∣ dθ′dω′dΩ′+

+K
ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′)

∣∣∣sin(θ) − sin(θ̃)
∣∣∣ ∣∣ρn−1(θ′, ω′,Ω′, t)

∣∣ dθ′dω′dΩ′ ≤ L̃ d((θ, ω, t), (θ̃, ω̃, t))

• |Φρ,n(θ, ω,Ω, t)| = | − Ω −Kρn(θ, t)| =

=
∣∣∣∣∣−Ω −K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρn−1(θ′, ω′,Ω′, t)dθ′dω′dΩ′

∣∣∣∣∣ ≤ C̃
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L̃ and C̃ are positive constant that don’t depend on n because we have uniform exponential
decay, as we saw earlier:

ρn−1(θ, ω,Ω, t) ≤ Ce−Mω2 ∀n ∈ N

Then we have uniform bounds on GΩ,n that imply uniform continuity.

Moreover {ρn}n∈N is uniformly bounded in Lipschitz norm for every t ≥ µ > 0: indeed
we can show that there is a positive constant L = L(µ) such that:

|ρn(θ, ω,Ω, t) − ρn(θ̃, ω̃,Ω, t̃)| ≤ L d((θ, ω, t), (θ̃, ω̃, t̃)), ∀n ∈ N (3.22)

In order to show this relation we need to connect (θ, ω,Ω, t) and (θ̃, ω̃,Ω, t̃) through the
geometry induced by the operator: we rely on the results stated in [PP], noting that from
the boundedness we can assume that these points are "close", that means there exists σ < 1
such that:

|θ − θ̃| < σ

|ω − ω̃| < σ

|t− t̃| < σ

First we show that we can connect (θ, ω,Ω, t) and (θ̃, ω,Ω, t). In the sequel we will use the
same notation used in [PP], then variables will be listed as (ω, θ, t), reminding Ω is fixed.
Let define:

γ
(0)
v,δ (ω, θ, t) = (ω + δv, θ, t), δ, v ∈ R

eδY (ω, θ, t) = (ωeδ, ω(1 − eδ) + θ, t− δ), δ ∈ R

These are the integral curves associated to ∂ω and Y .
We define:

(0) = (ω, θ, t)

(1) = γ
(0)
v,δ (0) = (ω + δv, θ, t)

(2) = eδ2Y (1) = ((ω + δv)eδ2
, (ω + δv)(1 − eδ2) + θ, t− δ2)

(3) = γ
(0)
v,−δ(2) = ((ω + δv)eδ2 − δv, (ω + δv)(1 − eδ2) + θ, t− δ2)

(4) = e−δ2Y (3) = (ω + δv − δve−δ2
, δve−δ2 − δv + θ, t)

(5) = γ
(0)
v,−δ3(4) = (ω + δv − δve−δ2 − δ3v, δve−δ2 − δv + θ, t)

(6) = gv,δ(ω, θ, t) = γ
(0)
v′,δ′(5) = (ω, θ − δv + δve−δ2

, t)

where δ′ = δ5 and

v′ =
+∞∑
n=0

(−1)n
(n+ 2)!δ

2nv = vδ−4e−δ2 − vδ−4 + vδ−2

Then we can use Lemma 3.2 in [PP]:

Lemma 3.1.2 There exists κ > 0, only dependent on B, such that: for any θ̃ ∈ R with
|θ − θ̃| ≤ κ. there exists v ∈ {−1, 1} and δ ≥ 0 such that

gv,δ(ω, θ, t) = (ω, θ̃, t) and |δ| ≤ c|θ − θ̃|
1
3

where c ∈ R+ only depends on B.
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We can take σ small enough such that δ ≤
√
t, thus implying t − δ2 > 0, then ∂ωΓΩ,n and

Y ΓΩ,n are continuous and bounded through these curves.
For the sake of clarity we omit now the pole in the fundamental solution:

ΓΩ,n(θ, ω, t; η, ξ, 0) = ΓΩ,n(θ, ω, t)

We define as γ every path we used to connect (1), (2), (3), (4), (5) and (6).
We can apply Lagrange mean-value Theorem to the fundamental solution together with
(3.21), obtaining the following estimates:

|ΓΩ,n(1) − Γ(0)Ω,n| ≤ |δ| max
γ

|∂ωΓΩ,n| ≤ |δ| C√
µ

max
γ

Γε ≤ C1√
µ

|θ − θ̃|
1
3 max

γ
Γε

|ΓΩ,n(2) − Γ(1)Ω,n| ≤
∣∣∣δ2
∣∣∣max

γ
|Y ΓΩ,n| ≤

∣∣∣δ2
∣∣∣ C
µ

max
γ

Γε ≤ |θ − θ̃|
1
3
C1
µ

max
γ

Γε

(analogous estimates for (3)-(2), (4)-(3) and (5)-(4)))

|ΓΩ,n(6) − Γ(5)Ω,n| ≤
∣∣∣δ(1 − e−δ2) + δ3

∣∣∣max
γ

|∂ωΓΩ,n| ≤
(∣∣∣δ3

∣∣∣+ |δ|
) C

√
µ

max
γ

Γε

≤|θ − θ̃|
1
3
C2√
µ

max
γ

Γε

where C1 and C2 are positive constant that don’t depend on n.
Using triangular inequality these estimates lead to:

|ΓΩ,n(θ, ω, t) − ΓΩ,n(θ̃, ω, t)| = |ΓΩ,n(6) − Γ(0)Ω,n| ≤ |θ − θ̃|
1
3L1Γε (3.23)

where L1 = L1(µ) is a positive constant that doesn’t depend on n, and Γε denotes the
maximum of Γε among all integral curves we have considered. We observe that these integral
curves depend only on matrix B, then they are the same for all n ∈ N.
This gives us:∣∣∣ΓΩ,n(ω, θ, t) − ΓΩ,n(ω̃, θ̃, t̃)

∣∣∣ ≤

≤
∣∣∣ΓΩ,n(ω̃, θ̃, t̃) − ΓΩ,n(e(t−t̃)Y (ω, θ, t))

∣∣∣+ ∣∣∣ΓΩ,n(e(t−t̃)Y (ω, θ, t)) − ΓΩ,n(ω, θ, t)
∣∣∣ =

=
∣∣∣ΓΩ,n(ω̃, θ̃, t̃) − ΓΩ,n(ωe(t−t̃), ω(1 − e(t−t̃)) + θ, t̃))

∣∣∣+ ∣∣∣ΓΩ,n(e(t−t̃)Y (ω, θ, t)) − ΓΩ,n(ω, θ, t)
∣∣∣ ≤

≤
∣∣∣ΓΩ,n(ω̃, ω(1 − e(t−t̃)) + θ, t̃) − ΓΩ,n(ωe(t−t̃), ω(1 − e(t−t̃)) + θ, t̃))

∣∣∣+
+
∣∣∣ΓΩ,n(ω̃, θ̃, t̃) − ΓΩ,n(ω̃, ω(1 − e(t−t̃)) + θ, t̃)

∣∣∣+ ∣∣∣ΓΩ,n(e(t−t̃)Y (ω, θ, t)) − ΓΩ,n(ω, θ, t)
∣∣∣

The same argument we used earlier leads to:∣∣∣ΓΩ,n(ω̃, ω(1 − e(t−t̃)) + θ, t̃) − ΓΩ,n(ωe(t−t̃), ω(1 − e(t−t̃)) + θ, t̃))
∣∣∣ ≤ d((θ, ω, t), (θ̃, ω̃, t̃))C max

γ
Γε∣∣∣ΓΩ,n(e(t−t̃)Y (ω, θ, t)) − ΓΩ,n(ω, θ, t)

∣∣∣ ≤ d((θ, ω, t), (θ̃, ω̃, t̃))C
µ

max
γ

Γε

The second term can be bounded using (3.23), noticing that we can pick σ small enough such
that:

|ω(1 − e(t−t̃)) + θ − θ̃| ≤ κ

where κ > 0 is defined in Lemma 3.1.2. Then we have:

|ΓΩ,n(ω̃, θ̃, t̃)−ΓΩ,n(ω̃, ω(1−e(t−t̃))+θ, t̃)| ≤ |ω(1−e(t−t̃))+θ−θ̃|
1
3L1Γε ≤ d((θ, ω, t), (θ̃, ω̃, t̃))L1Γε
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Then, denoting as Γε the maximum among all integral curves we considered, it follows:

|ΓΩ,n(ω, θ, t) − ΓΩ,n(ω̃, θ̃, t̃)| ≤ d((θ, ω, t), (θ̃, ω̃, t̃))L2 Γε

where L2 = L2(µ) = max{C,L1} doesn’t depend on n.
We denote by (a, b, c) the maximum point:

Γε = Γε(a, b, c; η, ξ, 0)

Representation formula for {ρn}n gives:

|ρn(θ, ω,Ω, t) − ρn(θ̃, ω̃,Ω, t̃)| ≤
ˆ
R

ˆ
R

|ΓΩ,n(θ, ω, t; η, ξ, 0) − ΓΩ,n(θ̃, ω̃, t̃; η, ξ, 0)|ρ0(η, ξ,Ω)dηdξ ≤

≤ d((θ, ω, t), (θ̃, ω̃, t̃))L2C0

ˆ
R

ˆ
R

Γε(a, b, c; η, ξ, 0)dηdξ = L d((θ, ω, t), (θ̃, ω̃, t̃))

where L = L(µ) is a positive constant that doesn’t depend on n.

We show now that {ρn}n∈N converges uniformly to a continuous function in
S∗
T = R2 × [0, T − ν] for every ν > 0, that means:

lim
n→+∞

∥ρn − ρ∥C(S∗
T ) = 0

Let fix a parameter t0 > 0 such that:

q := 2π
3
2
AC

M

√
t0 < 1

where C,M are the constant that give exponential decay, and A is defined as in (3.18).
Consider the finite set of numbers Tk = kt0 for k = 0, ..., N − 1, with TN = T (Nt0 ≥ T ).
Then the function u(θ, ω,Ω, t) := ρn+1(θ, ω,Ω, t) − ρn(θ, ω,Ω, t) solves:

∂2
ωωu+ω∂ωu−ω∂θu+(−Ω−Kρn+1)∂ωu+u−∂tu = (Kρn+1 −Kρn)∂ωρn, in S∗

T ∩(Tk, Tk+1)
(3.24)

with the following initial condition:

u(θ, ω,Ω, Tk) = ρn+1(θ, ω,Ω, Tk) − ρn(θ, ω,Ω, Tk)

Now we have a nonnull term in the rightside of the equation:

f(θ, ω,Ω, t) = (Kρn+1(θ, t) −Kρn(θ, t))∂ωρn(θ, ω,Ω, t)

but we can still apply all the results stated in Theorem 2.2.1, indeed:

• |f(θ, ω,Ω, t)| ≤ C1eC1(ω2+θ2)
√
t

∀(θ, ω,Ω, t) ∈ ST .

This is a direct consequence of the exponential decay of ∂ωρn and the boundedness of Kρn .

• |f(θ1, ω1,Ω, t) − f(θ2, ω2,Ω, t)| ≤ C
t1−γ d((θ1, ω1,Ω, t), (θ2, ω2,Ω, t))β

for every (θ1, ω1,Ω)(θ2, ω2,Ω) ∈ M ⊂⊂ R2, t ∈ (0, T ), γ, β < 1.
Indeed we have shown in (3.16) that Kρn+1(θ, t) and Kρn(θ, t) satisfy the previous relation
and are bounded; ∂ωρn satisfies the previous relation, because of the representation formula
and the following relation for the fundamental solution, stated in Theorem 3.2 of [DPa]:

|∂ωΓn,Ω(θ, ω, t; ξ, η, 0) − ∂ωΓn,Ω(θ̃, ω̃, t; ξ, η, 0)| ≤ c
d((θ, ω), (θ̃, ω̃)) 1

2

t
3
4

Γε(θ, ω, t; ξ, η, 0)
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where c is a positive constant. Moreover we know that:

|∂ωρn| ≤ C√
t

Therefore we can apply the parametrix method to this Cauchy problem.
Calling ΓΩ the fundamental solution of the operator in the left side, the following represen-
tation formula holds:

u(θ, ω,Ω, t) =
ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, Tk)(ρn+1 (ξ, η,Ω, Tk) − ρn(ξ, η,Ω, Tk)) dξdη−

−
ˆ t

Tk

ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, τ)
(
Kρn+1(ξ, τ) −Kρn(ξ, τ)

)
∂ωρn(ξ, η,Ω, τ)dξdηdτ

(3.25)

Let us define:

∥ρn+1 − ρn∥k := sup
S∗

T ∩(Tk−1,Tk]
|ρn+1(θ, ω,Ω, t) − ρn(θ, ω,Ω, t)|eMω2

, k = 0, ..., N − 1

∥ρn+1 − ρn∥N := sup
S∗

T ∩(TN−1,T )
|ρn+1(θ, ω,Ω, t) − ρn(θ, ω,Ω, t)|eMω2

which are finite for all n thanks to property (E).
We will now prove the following estimates:

∥ρn+1 − ρn∥1 ≤ q∥ρn − ρn−1∥1

∥ρn+1 − ρn∥k+1 ≤ q∥ρn − ρn−1∥k+1 + ∥ρn+1 − ρn∥k
(3.26)

that hold for all n = 2, 3, .. and k = 1, 2, ..., N − 1.
Let’s split the representation formula (3.25) in the sum of two integrals I1 and I2. For k = 0
we have I1 ≡ 0, indeed we have:

u(θ, ω,Ω, 0) = ρn+1(θ, ω,Ω, 0) − ρn(θ, ω,Ω, 0) ≡ 0

because all ρn take the initial datum ρ0. If k = 1, 2, ..., N − 1 we have:

|I1| ≤
ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, Tk) |(ρn+1 (ξ, η,Ω, Tk) − ρn(ξ, η,Ω, Tk))| dξdη ≤

≤ ∥ρn+1 − ρn∥k
ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, Tk)e−Mη2
dξdη ≤

≤ ∥ρn+1 − ρn∥k
ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, Tk)dξdη ≤ ∥ρn+1 − ρn∥k

where we used property (2.55) of the fundamental solution (c ≡ 1).
To estimate I2 we need first the following:

|Kρn+1(θ, t) −Kρn(θ, t)| ≤
ˆ
R
g(Ω)

ˆ
R

ˆ 2π

0
| sin(θ − θ′)(ρn(θ′, ω,Ω, t) − ρn−1(θ′, ω,Ω, t))|dθ′dωdΩ ≤

≤ A∥ρn − ρn−1∥k
ˆ
R

ˆ 2π

0
e−Mω2

dθdω = 2π
3
2
A

M
∥ρn − ρn−1∥k
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Thus we have, using again (2.55),

|I2| ≤
ˆ t

Tk

ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, τ)
∣∣Kρn+1(ξ, τ) −Kρn(ξ, τ)

∣∣ |∂ωρn(ξ, η,Ω, τ)|dξdηdτ ≤

≤ 2π
3
2
AC

M
∥ρn − ρn−1∥k

ˆ t

Tk

ˆ
R

ˆ
R

ΓΩ(θ, ω, t; ξ, η, τ)e−Mη2

√
τ

dξdηdτ ≤

≤ 2π
3
2
AC

M
∥ρn − ρn−1∥k(

√
t−

√
Tk) ≤ 2π

3
2
AC

M
∥ρn − ρn−1∥k(

√
Tk+1 −

√
Tk) =

= 2π
3
2
AC

M
∥ρn − ρn−1∥k

√
t0 = q∥ρn − ρn−1∥k

thus proving (3.26).
We show now that, for all n = 3, 4, ... and k = 1, ..., N , the following inequality holds:

∥ρn+1 − ρn∥k ≤ qn−2
k−1∑
i=0

(n− 2)i∥ρ3 − ρ2∥k−i (3.27)

The proof runs by induction. Let’s show that for k = 1 the inequality holds. Using (3.26) we
get:

∥ρn+1 − ρn∥1 ≤ q∥ρn − ρn−1∥1 ≤ ... ≤ qn−2∥ρ3 − ρ2∥1

Suppose now that the relation holds for k, we show this implies it is true also for k+1. Using
(3.26) we get:

∥ρn+1 − ρn∥k+1 ≤ q∥ρn − ρn−1∥k+1 + qn−2
k−1∑
i=0

(n− 2)i∥ρ3 − ρ2∥k−i ≤

≤ q

(
q∥ρn−1 − ρn−2∥k+1 + qn−3

k−1∑
i=0

(n− 3)i∥ρ3 − ρ2∥k−i

)
+ qn−2

k−1∑
i=0

(n− 2)i∥ρ3 − ρ2∥k−i ≤

≤ q2∥ρn−1 − ρn−2∥k+1 + 2qn−2
k−1∑
i=0

(n− 2)i∥ρ3 − ρ2∥k−i ≤ ... ≤

≤ qn−2∥ρ3 − ρ2∥k+1 + (n− 2)qn−2
k−1∑
i=0

(n− 2)i∥ρ3 − ρ2∥k−i =

= qn−2
k−1∑
i=−1

(n− 2)i+1∥ρ3 − ρ2∥k−i = qn−2
k∑
i=0

(n− 2)i∥ρ3 − ρ2∥k+1−i

To show the uniform convergence to ρ we first note that:

∥ρn+1 − ρn∥C(S∗
T ) ≤

N∑
k=1

∥ρn+1 − ρn∥k

Then, relation (3.27) implies

∥ρn+1 − ρn∥C(S∗
T ) ≤

N∑
k=1

qn−2
k−1∑
i=0

(n− 2)i∥ρ3 − ρ2∥k−i

Using the following relation:

N∑
k=1

k−1∑
i=0

∥ρ3 − ρ2∥k−i =
N∑
k=1

k∑
j=1

∥ρ3 − ρ2∥j ≤
N∑
k=1

N∑
j=1

∥ρ3 − ρ2∥j = N
N∑
j=1

∥ρ3 − ρ2∥j
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we have

∥ρn+1 − ρn∥C(S∗
T ) ≤ qn−2(n− 2)NN

N∑
j=1

∥ρ3 − ρ2∥j

If we set

M = N
N∑
j=1

∥ρ3 − ρ2∥j

the following relation holds:
+∞∑
n=3

∥ρn+1 − ρn∥C(S∗
T ) ≤

+∞∑
n=3

Mqn−2(n− 2)N = M
+∞∑
n=1

qnnN < ∞

as we have
lim

n→+∞
n

√
qnnN = q < 1

This means that {ρn}n∈N is a Cauchy sequence in C(S∗
T ), thus there exists a function

ρ(θ, ω,Ω, t) such that:
lim

n→+∞
∥ρn − ρ∥C(S∗

T ) = 0

We conclude the proof of the existence of a solution leaning on Ascoli-Arzelà theorem. As we
saw, for every fixed δ > 0 the sequences {ρn}n∈N and {∂ρn}n∈N , where ∂ stands for ∂ω, ∂2

ωω

or Y , are uniformly bounded and uniformly continuous in S∗
T ∩ {t ≥ µ}, moreover {ρn}n∈N is

uniformly bounded and uniformly continuous in S∗
T . This means that, using the periodicity

in θ, there exists a subsequence {ρnk
}k∈N such that

lim
k→+∞

∥ρnk
− ρ∥C(S∗

T ∩ω∈[−W,W ]) = 0

lim
k→+∞

∥∂ρnk
− ∂ρ∥C(S∗

T ∩ω∈[−W,W ]∩{t≥µ}) = 0

for any W > 0.
Then we have uniform convergence in S∗

T for the exponential decay in ω.
The uniform bound in Lipschitz norm implies ρ is Lipschitz in S∗

T ∩ {t ≥ µ}. Indeed from
(3.22) follows:

|ρ(θ, ω,Ω, t)−ρ(θ̃, ω̃,Ω, t̃)| ≤ lim sup
k

|ρnk
(θ, ω,Ω, t)−ρnk

(θ̃, ω̃,Ω, t̃)| ≤ L d((θ, ω, t), (θ̃, ω̃, t̃))

Let consider the subsequence {ρnk
}k∈N in (3.20): passing to the limit as k → +∞ and using

Lebesgue theorem we get:{
∂2
ωωρ+ ∂ω[(ω − Ω −Kρ(θ, t))ρ] − ω∂θρ− ∂tρ = 0
ρ(θ, ω,Ω, 0) = ρ0(θ, ω,Ω)

where:
Kρ(θ, t) = K

ˆ
R

ˆ
R

ˆ 2π

0
g(Ω′) sin(θ′ − θ)ρ(θ′, ω′,Ω′, t)dθ′dω′dΩ′

Thus ρ is a classical solution of our Cauchy problem.

We show now the continuity with respect to Ω.
For every Ω1,Ω2 ∈ R, let’s consider ρ(θ, ω,Ω1, t) and ρ(θ, ω,Ω2, t). The continuity of ρ0 with
respect to Ω implies that for every ε > 0 there exists δ > 0 such that:

|ρ0(θ, ω,Ω1) − ρ0(θ, ω,Ω2)| < ε
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for every Ω1,Ω2 ∈ R such that |Ω2 − Ω1| < δ. We suppose without loss of generality that
δ < ε.
Let define f(θ, ω, t,Ω1,Ω2) := ρ(θ, ω,Ω1, t) − ρ(θ, ω,Ω2, t).
This function satisfies the following Cauchy problem in S∗

T :
{
∂2
ωωf + ω∂ωf − ω∂θf − Ω1∂ωf −Kρ(θ, t)∂ωf + f − ∂tf = (Ω1 − Ω2)∂ωρ(θ, ω,Ω2, t)
f(θ, ω, 0,Ω1,Ω2) = ρ0(θ, ω,Ω1, 0) − ρ0(θ, ω,Ω2, 0)

(3.28)
The operator associated to the equation in (3.28) is in the form (2.52), and we have a nonnull
right term:

h(θ, ω, t,Ω1,Ω2) = (Ω1 − Ω2)∂ωρ(θ, ω,Ω2, t)

Arguing as we did when we considered (3.24), we can consider the fundamental solution Γ of
the operator in the left side. Then the following representation formula holds:

f(θ, ω, t,Ω1,Ω2) =
ˆ
R

ˆ
R

Γ(θ, ω, t; ξ, η, 0) (ρ0(ξ, η,Ω1, 0) − ρ0(ξ, η,Ω2, 0)) dξdη−

−
ˆ t

0

ˆ
R

ˆ
R

Γ(θ, ω, t; ξ, η, 0) ((Ω1 − Ω2)∂ωρ(ξ, η,Ω2, t)))dξdηdτ

Then property (2.55), the continuity of ρ0 and property (E) for ∂ωρ(θ, ω,Ω2, t) give us:

|f(θ, ω, t,Ω1,Ω2)| = |ρ(θ, ω,Ω1, t) − ρ(θ, ω,Ω2, t)| ≤ ε+Kε

where K is a positive constant that does not depend on Ω1 and Ω2.
This means that ρ is continuous also with respect to Ω.

We conclude with the proof of the uniqueness of the solution. We can’t use directly the
maximum principle, because when we consider two solutions the term (3.19) change, but we
can still apply a maximum like method to prove our thesis.
Let’s suppose that ρ1 and ρ2 are two solution of our Cauchy problem. For every λ > 0 we
define:

ρ := (ρ1 − ρ2)e−λt

From property (E) we have that ρ is a Lipschitz continuous bounded function. A direct
computation shows that ρ is solution of:

∂2
ωωρ+ω∂ωρ−ω∂θρ+(−Ω−Kρ)∂ωρ+ρ−∂tρ = λρ+e−λt [Kρ1∂ωρ1 −Kρ2∂ωρ2 −Kρ∂ω(ρ1 − ρ2)]

We first note that the rightside term which is multiplied by e−λt is finite for every t > 0
because of the continuity, the periodicity and the exponential decay of ρ1, ρ2, ∂ωρ1 and ∂ωρ2.
Let define:

L := max
ST

|ρ| < +∞

which is finite, for the reason we explained above. Let’s call M ∈ ST the point such that
ρ(M) = L, there are two cases:

1. M is a nonnegative maximum point;

2. M is a nonpositive minimum point;
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Let’s start with the first case, being M a maximum point we have:

∂ωρ(M) = 0; ∂2
ωωρ(M) ≤ 0; Y ρ(M) ≤ 0

where the last relation comes from the fact that M ∈ (0, T ], because in t = 0 we have
ρ = ρ0 − ρ0 = 0.
This implies:

ρ(M) ≤ −e−λtM [Kρ1(M)∂ωρ1(M) −Kρ2(M)∂ωρ2(M) −Kρ(M)∂ω(ρ1 − ρ2)(M)]
λ− 1

This relation holds for every λ > 0, this means that we can choose λ such that:

ρ(M) ≤ 0

But M is a nonnegative point, so ρ(M) = 0.
For the second case analogous considerations follows, being M a minimum point we have:

∂ωρ(M) = 0; ∂2
ωωρ(M) ≥ 0; Y ρ(M) ≥ 0

where the last relation comes from the fact that M ∈ (0, T ], because in t = 0 we have
ρ = ρ0 − ρ0 = 0.
This implies:

ρ(M) ≥ −e−λtM [Kρ1(M)∂ωρ1(M) −Kρ2(M)∂ωρ2(M) −Kρ(M)∂ω(ρ1 − ρ2)(M)]
λ− 1

This relation holds for every λ > 0, this means that we can choose λ such that:

ρ(M) ≥ 0

But M is a nonpositive minimum point, so ρ(M) = 0.
Then we have ρ ≡ 0, and therefore ρ1 ≡ ρ2. 2
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