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Abstract. This paper is devoted to analysing the explicit slow decay rate and turnpike in
the infinite-horizon linear quadratic optimal control problems for hyperbolic systems. Assume that
some weak observability or controllability are satisfied, by which, the lower and upper bounds of
the corresponding algebraic Riccati operator are estimated, respectively. Then based on these two
bounds, the explicit slow decay rate of the closed-loop system with Riccati-based optimal feedback
control is obtained. The averaged turnpike property for this problem is also further discussed.
We then apply these results to the LQ optimal control problems constraint to networks of one-
dimensional wave equations and also some multi-dimensional ones with local controls which lack of
GCC(Geometric Control Condition).

Key words. Optimal control problems, Riccati operator, slow decay rate, weak controllability
and observability, turnpike property.

AMS subject classifications. 49J20, 49K20, 93C20, 49N05.

1. Introduction. The object of this paper is devoted to discussing the large time
behaviour and turnpike property in infinite-time linear quadratic(LQ) optimal con-
trol problems under weak controllability and observability hypothesises. Specifically,
we will discuss the relationship between the bounds of the corresponding algebraic
Riccati operator and the weak controllability and observability properties, and based
on which we identify the explicit slow decay rate of the closed-loop system with the
Riccati-based optimal feedback control. Moreover, under weak controllability and
observability hypothesises, we further discuss that how the optimal control and tra-
jectories of the LQ optimal control problems converge to the corresponding stationary
optimal control and state, that is the so-called turnpike property.

LQ optimal control problems have been studied extensively in recent thirties
years, see [28] for finite dimensional systems, [5], [10], [11], [16] and [22] for the
infinite dimensional systems with bounded input or output operator, and [8], [19],
[20] for the ones with unbounded input or output operator.

It is known that the solution of LQ optimal control problems can be constructed as
a feedback form based on solving its corresponding Riccati equations(see [7], [22]). In
other words, the solution to (algebraic) Riccati equation, which is called (algebraic)
Riccati operator, is corresponding to the finite-time (or infinite-time) LQ optimal
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feedback control. Especially, the algebraic Riccati operator is usually used to stabi-
lize the system. For instance, Aksikas et. al. in [1] designed the LQ feedback control
to stabilize a class of hyperbolic PDE systems exponentially, by solving the matrix
Riccati differential equation. Porretta and Zuazua in [18] and [31] proved the expo-
nential decay of the closed-loop system with Riccati-based optimal feedback control
under the assumptions of exact observability of (A,C) and exact controllability of
(A,B). Indeed, based on the exact observability of B∗ and C, they obtained that
〈Êx, x〉 is a strict Lyapunov function for the system, where Ê is the algebraic Riccati
operator and x is the state of the system in the Hilbert state space H. Meanwhile,
it is also proposed in [18] that the exponential-type point-wise turnpike property can
be further proved based on the exponential decay rate of the closed-loop system with
Riccati-based optimal feedback controls (see [24], [25] and [12]).

Note that in the previous results, both the stabilization of infinite-time LQ op-
timal control problems and turnpike properties are all discussed under the assump-
tions of exact controllability and observability. In [18], a kind of slow turpike in
average(Logarithmic-type) was concluded for multi-dimensional wave equation with-
out GCC(Geometric Control Condition), which inspired us to give a complete analy-
sis on the turnpike properties for the LQ optimal control problems if lacking of exact
controllability or observability. It is obvious that some weaker controllability or ob-
servability are still necessary so as to guarantee not only the existence of the solutions
to infinite-time LQ optimal control problems but also the feedback stabilization of
the system. Thus, to do this, some hypothesises on weak-type observability estimates
are chosen as given in the next section.

In this work, we shall first address the following problem:

Q1. To which extent do weak observability or controllability determine the decay
rates of the energy for the systems with Riccati-based optimal feedback controls?

We find that if the existence of the solution to the LQ optimal control problems is
guaranteed, then the lower bound of 〈Êx, x〉 is totally determined by the observability
property of output operator C, while the upper bound is totally dependent on the
controllability property of the input operator B. Specifically, on one hand, when
C is weakly observable, the lower bound can be obtained respect to an weak norm
of x, which is estimated completely based on the extent of the weak observability.
On the other hand, when B is weakly controllable, then the upper bound of 〈Êx, x〉
can be estimated respect to a strong norm of x, totally by the extent of the weak
controllability. Based on these properties of the algebraic Riccati operator, we deduce
the explicit slow decay rate of the closed-loop system related to the infinite-time LQ
optimal control problems.

The solving of Q1 is one key step to further discuss the turnpike properties of
the LQ optimal control problems(see [18], [31]), that is the following problem under
consideration:

Q2. To which extent do weak observability or controllability lead to turnpike
properties of the LQ optimal control problems?

Based on the weak observability of (A,B∗) and (A,C), we show that the averaged
turnpike property of such problems holds under certain conditions on the initial state,
the stationary optimal state and its dual. It is worth mentioning that in [18], under the
exact controllability and observability, the exponential decay of the closed-loop system
with Riccati-based optimal control always holds, based on which the exponential-type
point-wise turnpike property for the LQ problems can be proved. Thus, under weak
controllability and observability, note that the slow decay rate of the closed-loop
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system can be estimated in our this work, and then the slow(polynomial-type etc.)
point-wise turnpike property should be also reasonable to be expected.

However, the (slow) point-wise turnpike property of the LQ optimal control prob-
lems under weak controllability or observability hypothesises is still an open problem
and worth further investigating in future. In fact, the non-uniform slow decay rates
of the closed-loop system inevitably caused by the weak observability of (A,B∗) and
(A,C) are always dependent on the regularity of the initial states. This makes the
energy estimates for (slow) point-wise turnpike property become a tough issue to be
tackled. This is different from the case under exact controllability and observability,
in which the uniform exponential decay of the closed-loop systems always holds for
all initial states and the corresponding energy estimates can be easily carried out.

The rest of this paper is given as follows. In Section 2, the preliminary and main
results of this paper are presented. The bounds estimates for the algebraic Riccati
operator and the explicit slow decay rate are given under weak controllability and
observability hypothesises. The averaged turnpike property is also further presented.
In Section 3, we prove the main results given in this work. Section 4 is devoted to
presenting some examples on the slow decay rates and turnpike for some kinds of
hyperbolic systems(networks of wave equations and multi-dimensional ones) without
GCC. Finally, in Section 5 a conclusion and future work are given.

2. Preliminary and main results. This section is devoted to problem formu-
lation and further presenting the decay result and turnpike property of the LQ optimal
control problems under the weak assumptions of the controllability and observability.

2.1. Problem formulation. Similar to the abstract frame setting for control
systems in [26], assume that A : D(A)→ H is a self-adjoint, strictly positive operator
with compact resolvent. Thus, A is diagonalizable. Hence, if the eigenvalues of A are
given as (λ2

n)n≥1, its corresponding eigenvectors (φn)n≥1 forms an orthonormal basis
in H. Moreover,

D(A) := {ϕ ∈ H|
∑
n≥1

λ4
n|〈ϕ, φk〉|2 <∞}.

Define the space Xβ as follows.

Xβ := {ϕ ∈ H|
∑
n≥1

λ4β
n |〈ϕ, φk〉|2 <∞}

with inner product

〈ϕ,ψ〉β = 〈Aβϕ,Aβψ〉

where

Aβϕ :=
∑
n≥1

λ2β
n 〈z, φn〉φn.

Let us consider the following control system:{
wtt +Aw = Bu(t),
w(0) = w0, wt(0) = w1.

(2.1)
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In (2.1), assume that B ∈ L(U,H) and C ∈ L(X1/2, V ), where U , V are Hilbert
spaces. We know that system (2.1) is well-posed with input space U in Hilbert state
space H := X1/2 ×H with norm

‖(w, v)‖2H = 〈(w, v), (w, v)〉H = 〈A 1
2w,A

1
2w〉+ 〈v, v〉.

Thus, for (w0, w1) ∈ H and u ∈ L2([0,∞), U), system (2.1) admits a unique solution
w ∈ C([0,∞), X1/2) ∩ C1([0,∞);H). For simplicity, we choose U = V = H.

Set A :=

[
0 I
−A 0

]
with D(A) = X1 × X1/2, and B =

[
0
B

]
. Then system

(2.1) also can be written as follows:{
dW
dt = AW + B(0, u(t))T ,
W (0) = (w0, w1)T ,

(2.2)

where W = (w,wt)
T .

It is well-known that A generates a C0 contraction semigroup on H. Define the
interpolation space D(As) = X(s+1)/2 × Xs/2 and so its dual one D(As)′ = X−s/2 ×
X−(s+1)/2. Thus, we get

‖(w0, w1)‖2D(As) =
∑
j≥1

λ2s
n (λ2

na
2
n + b2n), (2.3)

and

‖(w0, w1)‖2D(As)′ =
∑
j≥1

λ−2(s+1)
n (λ2

na
2
n + b2n), (2.4)

where an, bn are the Fourier’s coefficients and

w0 =
∑
n≥1

anφn(x), w1 =
∑
n≥1

bnφn(x). (2.5)

Assume that the operator B and C satisfy the following two estimates.
(H1). (A,B∗) is weakly observable, that is, for the system{

wtt +Aw = 0,
w(0) = w0, wt(0) = w1,

(2.6)

there exist positive constants T0 and c such that

c

∫ T0

0

‖B∗wt‖2U ′dt ≥ ‖(w0, w1)‖2X1/2−1/(2%)×X−1/(2%)
=
∑
j≥1

λ
− 2
%

n (λ2
na

2
n + b2n), (2.7)

where % > 0 is some constant, λn, an, bn, n = 1, 2, ... are given as in (2.5).
(H2). (A,C) is weakly observable, that is, there exist positive constants T1 and

c such that

c

∫ T1

0

‖Cw‖2V dt ≥ ‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)
=
∑
j≥1

λ
− 2
η

n (λ2
na

2
n + b2n), (2.8)

where η > 0 is some constant, λn, an, bn, n = 1, 2, ... are also given as in (2.5).
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Based on (H1), together with the semigroup theory, we can get the following slow
decay rate for the system with the collocated feedback controls (see [2]).

Lemma 2.1. Assume that (H1) is fulfilled. Under the feedback control law

u(t) = −B∗wt, (2.9)

it holds that for all t > 0, the solution to the closed-loop system (2.1) decays polyno-
mially for any (w0, w1) ∈ D(Ak), k > 0, that is

‖(w,wt)‖2H ≤ c1(t+ 1)−k%‖(w0, w1)‖2D(Ak), k > 0, (2.10)

where % > 0 is the same as in (H1) and c1 is a constant independent of initial data.
Thus, by multiplying (2.1) with wt, we have∫ T

0

||B∗wt||2Hdt = −1

2
‖(w(T ), wt(T ))‖2H +

1

2
‖(w0, w1)‖2H

≤ 1

2
‖(w0, w1)‖2H +

1

2
c1(T + 1)−k%‖(w0, w1)‖2D(Ak). (2.11)

If using the transformation φ =
∫ t

0
wdt+ φ(0) in (2.6), it holds that{

φtt +Aφ = 0,
φ(0) = A−1w1, φt(0) = w0.

By (H2), we get

c

∫ T1

0

‖Cφt‖2V dt ≥ ‖(φ(0), φt(0))‖2X1−1/(2η)×X1/2−1/(2η)
. (2.12)

Then, similar to Lemma 2.1, we obtain the following result.
Lemma 2.2. Assume that (H2) is fulfilled. Then for all 0 < t < T and (φT0 , φ

T
1 ) ∈

D(Ak), k ≥ 1, the solution to the following backward closed-loop system{
φtt +Aφ = C∗Cφt,
φ(T ) = φT0 ∈ X1, φt(T ) = φT1 ∈ X1/2,

(2.13)

satisfies

‖(φ, φt)‖2H ≤ c1(T − t+ 1)−kη‖(φT0 , φT1 )‖2D(Ak), k ≥ 1, (2.14)

where η > 0 is the same as in (H2) and c1 is a constant independent of terminal
data.

Thus, by multiplying (2.13) with φt, we have∫ T

0

||Cφt||2Hdt =
1

2
‖(φT0 , φT1 )‖2H −

1

2
‖(φ(0), φt(0))‖2H

≤ 1

2
‖(φT0 , φT1 )‖2H +

1

2
c1(T + 1)−kη‖(φT0 , φT1 )‖2D(Ak), k ≥ 1.(2.15)

We consider the following quadratic performance index associated with the control
system (2.1).

min JTt (u) =
1

2

∫ T

t

[‖u(t)‖2U + ‖Cw(t)‖2V ]dt, u ∈ L2(t, T ;U). (2.16)



6 Z.J. HAN AND E. ZUAZUA

The corresponding OS (Optimality System) is given as follows:
wTtt +AwT = BuT , t ≤ s ≤ T,
w(t) = w0, wt(t) = w1,
uT = −B∗pT ,
pTtt +ApT = C∗CwT , t ≤ s ≤ T,
pT (T ) = pTt (T ) = 0.

(2.17)

Lemma 2.3. Assume that (H2) is fulfilled. Then there exists a unique linear
operator E(t) ∈ L(H,H′), where H′ is the dual one for H and H′ = X−1/2 ×H, such
that E(t) is strictly positive and monotone increasing in H, and

(−pTt , pT ) = E(T − t)(wT , wTt ),

where (wT , wTt ) is the optimal state for system (2.1) in the sense of (2.16), and E(·)
is the solution to the Riccati equation with initial condition 0, that is,{

Et = C∗C + (EA+A∗E)− EBB∗E , in (0,+∞),
E(0) = 0,

(2.18)

in which C = [C, 0], B =

[
0
B

]
.

Proof. Since B ∈ L(U,H) and C ∈ L(X1/2, V ) and A generates a C0 semigroup
on H, by Theorem 2.1 (p. 393) in [5], we obtain the unique existence of the Riccati
operator E(t). In fact, it is a consequence of the fact that the optimality system (2.17)
has a unique solution, and the adjoint state (−pt, p) at time t is a linear function of
the state (w,wt) at time t.

Note that it can be checked directly that

〈E(T )(w0, w1), (w0, w1)〉H′,H = min
u
JT0 . (2.19)

Thus, due to the (weak) observability of (A,C) (see (H2)), together with (2.19), we
get that

〈E(T )(w0, w1), (w0, w1)〉H′,H ≥
1

c
‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)

,

and hence E(·) is strictly positive inH. Moreover, E(t) is monotone increasing. Indeed,
for t1 ≤ t2, let ui, ϕi, i = 1, 2 be the optimal control and trajectory in [0, ti]. Then,
we have

〈E(t2)(w0, w1), (w0, w1)〉H′,H = min
u
J t20 = J t20 (u2) ≥ J t10 (u2)

≥ min
u
J t10 = J t10 (u1) = 〈E(t1)(w0, w1), (w0, w1)〉H′,H.

Thus, E(t2) ≥ E(t1) for t2 > t1 > 0. The proof is completed. �
Consider the corresponding infinite-horizon quadratic cost functional associated

with the control system (2.1):

min J∞(u) =
1

2

∫ ∞
0

[‖u(t)‖2U + ‖Cw(t)‖2V ]dt, u ∈ L2(0, T ;U). (2.20)

We have the following result on the well-posedness of the above infinite-horizon
optimal control problem.
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Lemma 2.4. Assume that (H1) is fulfilled. Then the set of admissible controls for
problem (2.20) is non-empty if the initial state (w0, w1) ∈ D(Ak) = X(k+1)/2×Xk/2 is

sufficiently smooth satisfying k ≥ 1
% .

Proof. Due to the weak observability of (A,B∗) as given in (H1), by the HUM
method and Proposition 3.25 in [9], p.43, we obtain that for any given (w0, w1) ∈
D(A

1
% ), there always exists a control u(t) = ωT0

(t) ∈ L2((0, T0], U), such that the
solution to (2.1) satisfying (w(T0), wt(T0)) = 0 and∫ T0

0

‖ωT0(t)‖2Udt ≤ c‖(w0, w1)‖2
D(A

1
% )
. (2.21)

Consider the control ũ on [0,∞) that is equal to ωT0
for t ∈ (0, T0] and is identically

zero for t > T0. Thus, by (2.21), along with the well-posedness of control system (2.1)
and C ∈ L(X1/2, H), we have

min
u
J∞(u) ≤ J∞(ũ) =

1

2

∫ T0

0

[‖ωT0
‖2U + ‖Cw(t)‖2V ]dt

≤ c̃‖(w0, w1)‖2
D(A

1
% )
. (2.22)

Hence, by [5], we obtain the set of admissible controls for (2.20) is non-empty for

(w0, w1) ∈ D(A
1
% ). �

Let (ŵ, ŵt) and û be the optimal state and control for system (2.1) respect to
(2.20), and by [15], we see that ŵ and û satisfies


ŵtt +Aŵ = Bû,
w(0) = w0, wt(0) = w1,
û = −B∗p̂,
p̂tt +Ap̂ = C∗Cŵ,
p̂(t)→ 0, p̂t(t)→ 0, t→∞.

(2.23)

Proposition 2.5. Assume that (H1) holds true. Then there exists a unique
minimal solution

Ê ∈ L(D(A
1
% ),D(A

1
% )′)

of the algebraic Riccati equation

C∗C + (ÊA+A∗Ê)− ÊBB∗Ê = 0, (2.24)

such that (−p̂t, p̂) = Ê(ŵ, ŵt).

Thus, we can get the Riccati-based optimal feedback control law for the infinite
horizon problem.

(0, û(t)) = −B∗Ê(ŵ, ŵt) = (0,−B∗p̂(t)). (2.25)

and similarly we get that for (w0, w1) ∈ D(A
1
% ),

〈Ê(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )

= min
u
J∞(u).
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2.2. Main results. Under the assumptions (H1) and (H2), in order to discuss
the large time behaviour of system (2.1) with Riccati-based optimal feedback control,
we estimate the upper and lower bounds of 〈Ê(w0, w1), (w0, w1)〉

D(A
1
% )′,D(A

1
% )

, and

based on which, the explicit slow decay rate can be derived.
Theorem 2.6. Suppose that (H1) and (H2) are satisfied. Then
(1). There exists constants cj > 0, j = 1, 2 such that

c1‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)
≤ (Ê(w0, w1), (w0, w1))

D(A
1
%)′,D(A

1
%)

≤ c2‖(w0, w1)‖2
D(A

1
% )
, (2.26)

where % and η is given as in (H1) and (H2), respectively.
(2). There exists a constant M > 0 such that

‖(ŵ(t), ŵt(t))‖2H ≤M(t+ 1)−
sη%
%+η ‖(w0, w1)‖2X(1/%+1/η+s+1)/2×X(1/%+1/η+s)/2

, s > 0,

(2.27)
where (ŵ(t), ŵt(t)) is the solution to system (2.1) with the Riccati-based optimal feed-
back control (2.25), % > 0 and η > 0 is given as in (H1) and (H2), respectively.

Remark 2.7. By the proof for Theorem 2.6, we find that the lower bound in
(2.26) is for (w0, w1) ∈ X1/2−1/(2η) ×X−1/(2η) due to the weak observability of (A,C)

given as in (H2), while the upper bound is for (w0, w1) ∈ D(A
1
% ) mainly caused by

the weak observability of (A,B∗) (see (H1)). Both of these two weak observability
hypothesises determine the slow decay rate of the closed-loop system with the Riccati-
based optimal feedback control.

Remark 2.8. if assuming that the exact observability of (A,B∗) and (A,C) are
fulfilled, i.e., there exist positive constants T0, T1 and c such that

c

∫ T0

0

‖B∗wt‖2U ′dt ≥ ‖(w0, w1)‖2H, c

∫ T1

0

‖Cw‖2V dt ≥ ‖(w0, w1)‖2H, (2.28)

we can see from (2.27) that the system can be stabilized exponentially under Riccati-
based optimal feedback control for this case. However, it should be noted that these
strong assumptions only can be satisfied under suitable geometric conditions on the
medium in which waves propagate. For instance, for waves on planar networks one
needs a tree-like graph with control or observation in all the free extreme edges except
for one. Besides, for the multi-dimensional wave equation, the GCC has to be satisfied
for control areas.

If either of the exact observation of (A,B∗) and (A,C) is fulfilled, then the expo-
nential decay no longer holds, but the polynomial decay can still be achieved. Specif-
ically, the decay rates can be also derived from (2.27) and given as (t + 1)−sη for
(w0, w1) ∈ X(1/η+s+1)/2 ×X(1/η+s)/2 and (t + 1)−s% for X(1/%+s+1)/2 ×X(1/%+s)/2, re-
spectively.

Remark 2.9. If some other kinds of weak observability hypothesises are fulfilled,
the corresponding slow decay rates can also be deduced similarly. For instance, If (H1)
and (H2) are replaced by the following much weaker ones:

c

∫ T

0

‖B∗wt‖2U ′dt ≥ ‖(w0, w1)‖2D(e−aA)
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and

c

∫ T

0

‖Cw‖2V dt ≥ ‖(w0, w1)‖2D(e−bA)

where

‖(w0, w1)‖2D(e−αA) :=
∑
j≥1

e−2αλn(λ2
na

2
n + b2n),

then similar to the proof for Theorem 2.6, the lower and upper bound become

c1‖(w0, w1)‖2D(e−bA) ≤ 〈Ê(w0, w1), (w0, w1)〉D(ekA)′,D(ekA)≤c2‖(w0, w1)‖2D(eaA).

(2.29)
Moreover, we can obtain the following slow decay rate for the system with Riccati-

based optimal feedback control (2.25), that is,

‖(ŵ(t), ŵt(t))‖2H ≤M(t+ 1)−
s
a+b ‖(w0, w1)‖2D(e(a+b+s)A), s > 0. (2.30)

Let wT (t), uT (t) be the optimal solution and control to the following problem

min J̃T0 (u) =
1

2

∫ T

0

[‖u(t)‖2U + ‖Cw(t)− z‖2V ]dt, u ∈ L2(t, T ;U) (2.31)

where w and u satisfy equation (2.1).
Let w̄, ū be the optimal solution and control to the steady optimal control problem

min
u
J̃s = ‖u‖2U + ‖Cw − z‖2V , (2.32)

subject to Aw = Bu. For the stationary optimal control problem (2.32), (ū, w̄) satisfy

Aw̄ = Bū, 〈ū, v〉+ 〈Cw̄ − z, Cϕ〉 = 0, for every v, ϕ : Aϕ = Bv.

Thus, C∗(Cw̄ − z) ∈ Ker(A)⊥ and hence there exists some p̄ satisfying

A∗p̄ = Ap̄ = C∗(Cw̄ − z).

Hence, by the above and (2.17), we obtain the following OS system
(wT − w̄)tt +A(wT − w̄) = B(uT − ū),
(pT − p̄)tt +A(pT − p̄) = C∗C(wT − w̄),
uT − ū = −B∗(pT − p̄),
wT (0) = w0, wTt (0) = w1,
pT (T ) = pTt (T ) = 0.

(2.33)

Let us discuss the turnpike property of the optimal control problem, that is,
identifying that to which extent do uT (t), wT (t) approximate the stationary ones ū, w̄
as T →∞. In fact, we have the following result.

Theorem 2.10. Assume that (H1) and (H2) hold true. Then for any (w0 −
w̄, w1) ∈ D(Ak), k > 0 and p̄ ∈ X(k+1)/2, k ≥ 1, it holds that as T →∞,

1

T

∫ T

0

(‖C(wT − w̄)‖2H + ‖(uT − ū)‖2H)dt→ 0, (2.34)
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and

‖ 1

T

∫ T

0

(wT (t)− w̄)dt‖2X1/2
→ 0. (2.35)

Remark 2.11. We see that when choosing (2.28) instead of (H1) and (H2), i.e.,
the exact observability of (A,B∗) and (A,C), the result in Theorem 2.10 is consistent
with the averaged turnpike property as given in [18]. Thus, in terms of averaged
turnpike property, the result in [18] can be considered as a special case of Theorem
2.10 given above.

Remark 2.12. In the above theorem, the averaged turnpike property is ob-
tained under sufficiently smooth initial states (w0 − w̄, w1) and p̄. Compared to the
exponential-type point-wise turnpike property under exact observability of (A,B∗) and
(A,C), it is reasonable to expect the polynomial point-wise turnpike property under
the weak observability hypothesises (H1) and (H2). However, the point-wise turnpike
property is still an open problem. In fact, the proof based on energy estimates along
with the properties of Riccati operator proposed in [18] is difficult to apply to the case
with weak observability as given in (H1) and (H2) under consideration. The main
difficulty in the energy estimates is caused by the slow decay rate which is determined
by the weak observability. As we know, the slow decay rate is non-uniform and always
dependent on the regularity of the initial states. This is different from the case in
[18], where the exact observability is fulfilled and the uniform exponential decay rates
always hold for any initial data in state space.

3. Proof of main results.

3.1. Proof of Proposition 2.5. Following the proof in Lemma 2.4, due to (H1),

for (w0, w1) ∈ D(A
1
% ), we always can find a control ũ =

{
ωT0(t), t ∈ (0, T0],
0, t ∈ (T0, T ],

such

that

(w(t), wt(t)) = 0, t ≥ T0

and ∫ T

0

‖ũ‖2Udt =

∫ T0

0

‖ωT0
(t)‖2Udt ≤ c‖(w0, w1)‖2

D(A
1
% )
.

Hence, we get that for (w0, w1) ∈ D(A
1
% ),

〈E(T )(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )

= min
u
JT0

≤ JT0 (ũ) =
1

2

∫ T0

0

[‖ωT0
‖2U + ‖Cw(t)‖2V ]dt

≤ c̃‖(w0, w1)‖2
D(A

1
% )
, for allT > T0. (3.1)

Note that for (w0, w1), (z0, z1) ∈ D(A
1
% ), we have

2Re〈E(T )(w0, w1), (z0, z1)〉
D(A

1
% )′,D(A

1
% )

= 〈E(T )(w0 + z0, w1 + z1), (w0 + z0, w1 + z1)〉
D(A

1
% )′,D(A

1
% )

−〈E(T )(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )
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−〈E(T )(z0, z1), (z0, z1)〉
D(A

1
% )′,D(A

1
% )
,

2Im〈E(T )(w0, w1), (z0, z1)〉
D(A

1
% )′,D(A

1
% )

= i〈E(T )(w0 + iz0, w1 + iz1), (w0 + iz0, w1 + iz1)〉
D(A

1
% )′,D(A

1
% )

−〈E(T )(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )

−〈E(T )(iz0, iz1), (iz0, iz1)〉
D(A

1
% )′,D(A

1
% )
,

which along with the monotone increasing property of E(t) and (3.1), yields that
the limit lim

T→∞
〈E(T )(w0, w1), (z0, z1)〉

D(A
1
% )′,D(A

1
% )

exists for all (w0, w1), (z0, z1) ∈

D(A
1
% ). By the Uniform Boundedness Theorem, it follows that E(·) is bounded in

D(A
1
% ). Thus, for (w0, w1), (z0, z1) ∈ D(A

1
% ), we define

lim
T→∞

〈E(T )(w0, w1), (z0, z1)〉
D(A

1
% )′,D(A

1
% )

:= 〈Ê(w0, w1), (z0, z1)〉
D(A

1
% )′,D(A

1
% )
.

It follows that for (w0, w1) ∈ D(A
1
% ),

lim
T→∞

〈E(T )(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )

= 〈Ê(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )
.

Hence, for (w0, w1) ∈ D(A
1
% ), the limit lim

T→∞
E(T )(w0, w1) = Ê(w0, w1) exists in

D(A
1
% )′. Then following the proof of Proposition 2.2 in [5] (p.483), we get that Ê

satisfies (2.24) and Ê ≤ X for any solution X of (2.24) and hence Ê is the minimal
solution to the algebraic Riccati equation (2.24). The proof is completed. �

3.2. Slow decay rate (Proof of Theorem 2.6). First, by (2.22), we can easily
obtain the upper bound as follows.

〈Ê(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )

= min
u
J∞ ≤ c1‖(w0, w1)‖2

D(A
1
% )
. (3.2)

In order to get the lower bound, the proof is given by the following two steps:
Step 1. Divide wT in system (2.17) by wT = y + z, where y satisfies ytt +Ay = BuT , 0 < t < T,

y(0) = 0, yt(0) = 0,
uT = −B∗pT ,

(3.3)

and z satisfies {
ztt +Az = 0, 0 < t < T,
z(0) = w0, zt(0) = w1.

(3.4)

By the hypothesis (H2), we get directly that there exists a constant c > 0 satisfying

‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)
≤ c

∫ T

0

‖Cz‖2V dt, (3.5)

where z satisfies (3.4).
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We also have the following estimate for (3.3).

‖(y, yt)‖2H ≤ et
∫ t

0

‖BuT (s)‖2Hds, 0 < t ≤ T. (3.6)

In fact, set the energy function E(t) = 1
2 (‖y‖2X1/2

+‖yt‖2H). Then, differentiating E(t)

by t, together with (3.3), we get

dE(t)

dt
= 〈yt, BuT 〉.

Hence,

E(t) ≤ 1

2

∫ t

0

(‖BuT ‖2H + ‖yt‖2H)ds

≤ 1

2

∫ t

0

‖BuT (s)‖2Hds+

∫ t

0

E(s)ds, 0 < t ≤ T. (3.7)

Using Gronwall’s inequality, we obtain

E(t) ≤ 1

2
et
∫ t

0

‖BuT (s)‖2Hds, 0 < t ≤ T, (3.8)

which leads to (3.6).
Step 2. we will show that

‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)
≤ c〈Ê(w0, w1), (w0, w1)〉

D(A
1
% )′,D(A

1
% )
,

where c > 0 is some constant.
Note that wT = y + z. Thus,

‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)
≤ c

∫ T

0

‖Cz‖2V dt

≤ c
∫ T

0

(‖CwT ‖2V + ‖Cy‖2V )dt

≤ c
∫ T

0

(‖CwT ‖2V + ‖y‖2X1/2
)dt

≤ c
∫ T

0

(‖CwT ‖2V + et
∫ t

0

‖BuT (s)‖2Hds)dt

≤ c ·max{1, eT − 1}
∫ T

0

(‖CwT ‖2V + ‖BuT ‖2H)dt

≤ cT
∫ T

0

(‖CwT ‖2V + ‖uT ‖2U )dt

= cT 〈E(T )(w0, w1), (w0, w1)〉H′,H, (3.9)

where cT = c ·max{1, eT − 1}. Thus, by (3.9), we have

〈E(T )(w0, w1), (w0, w1)〉H′,H ≥
1

cT
‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)

. (3.10)

Note that by Proposition 2.5, we know that E(T ) is monotone increasing and

bounded in D(A
1
% ) and lim

T→∞
E(T )(w0, w1) = Ê(w0, w1) exists in D(A

1
% )′. Hence, for

(w0, w1) ∈ D(A
1
% ),

〈Ê(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )
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≥ 〈E(T )(w0, w1), (w0, w1)〉
D(A

1
% )′,D(A

1
% )

≥ 1

cT
‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)

, ∀T > 0. (3.11)

Now, we consider the decay rate of the closed-loop system with Riccati-based
optimal feedback control (2.25). A direct calculation yields

d〈Ê(ŵ, ŵt), (ŵ, ŵt)〉D(A
1
% )′,D(A

1
% )

dt
= −‖B∗p̂‖2U ′ − ‖Cŵ‖2V . (3.12)

Integrating the above from 0 to T , we have

〈Ê(ŵ(T ), ŵt(T )), (ŵ(T ), ŵt(T ))〉
D(A

1
% )′,D(A

1
% )
− 〈Ê(w0, w1), (w0, w1)〉

D(A
1
% )′,D(A

1
% )

= −
∫ T

0

(‖B∗p̂‖2U ′ + ‖Cŵ‖2V )dt. (3.13)

Note from (3.10) that∫ T

0

(‖B∗p̂‖2U ′ + ‖Cŵ‖2V )dt ≥ 〈E(T )(w0, w1), (w0, w1)〉

≥ 1

cT
‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)

. (3.14)

Thus,

〈Ê(ŵ(T ), ŵt(T )), (ŵ(T ), ŵt(T ))〉
D(A

1
% )′,D(A

1
% )
− 〈Ê(w0, w1), (w0, w1)〉

D(A
1
% )′,D(A

1
% )

≤ − 1

cT
‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)

(3.15)

where % > 0 and η > 0 is given as (H1) and (H2), respectively.
Then by interpolation, we have

‖(w0, w1)‖2
D(A

1
% )
≤ ‖(w0, w1)‖

2sη

1+ 1
%
η+sη

X1/2−1/(2η)×X−1/(2η)
‖(w0, w1)‖

2(1+ 1
%
η)

1+ 1
%
η+sη

D(A
1
%
+s

)
, s > 0,

and hence

‖(w0, w1)‖2X1/2−1/(2η)×X−1/(2η)
≥
‖(w0, w1)‖

2(1+ 1
%
η+sη)

sη

D(A
1
% )

‖(w0, w1)‖
2(1+ 1

%
η)

sη

D(A
1
%
+s

)

, s > 0.

Thus, by (3.15), we have

〈Ê(ŵ(T ), ŵt(T )), (ŵ(T ), ŵt(T ))〉H′,H − 〈Ê(w0, w1), (w0, w1)〉H′,H

≤ − 1

cT

‖(w0, w1)‖
2(1+ 1

%
η+sη)

sη

D(A
1
% )

‖(w0, w1)‖
2(1+ 1

%
η)

sη

D(A
1
%
+s

)

, s > 0. (3.16)
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Therefore,

〈Ê(ŵ(T ), ŵt(T )), (ŵ(T ), ŵt(T ))〉H′,H
‖(w0, w1)‖2

D(A
1
%
+s

)

− 〈Ê(w0, w1), (w0, w1)〉H′,H
‖(w0, w1)‖2

D(A
1
%
+s

)

≤ − 1

cT

 ‖(w0, w1)‖2
D(A

1
% )

‖(w0, w1)‖2
D(A

1
%
+s

)


1+ 1

%
η+sη

sη

, s > 0. (3.17)

Thus, by (3.2) and the monotone decreasing property of 〈Ê(w,wt), (w,wt)〉, we
have

〈Ê(ŵ(T ), ŵt(T )), (ŵ(T ), ŵt(T ))〉H′,H
‖(w0, w1)‖2

D(A
1
%
+s

)

− 〈Ê(w0, w1), (w0, w1)〉H′,H
‖(w0, w1)‖2

D(A
1
%
+s

)

≤ − 1

c22cT
[
〈Ê(ŵ(T ), ŵt(T )), (ŵ(T ), ŵt(T ))〉H′,H

‖(w0, w1)‖2
D(A

1
%
+s

)

]
1+ 1

%
η+sη

sη , s > 0. (3.18)

In order to obtain the explicit decay rate of closed-loop system, let us introduce
the following result in Ammari and Tucsnak [2].

Lemma 3.1. Let {am}∞m=1 be a sequence of positive number satisfying

am+1 ≤ am − C(am+1)2+α, ∀m ≥ 1, (3.19)

for some constants C > 0 and α > −1. Then there exists a positive constant MC,α

such that

am ≤
MC,α

(m+ 1)
1

1+α

.

By the above Lemma, together with (3.18), it is easy to get that

〈Ê(ŵ(t), ŵt(t)), (ŵ(t), ŵt(t))〉D(A
1
% )′,D(A

1
% )

‖(w0, w1)‖2
D(A

1
%
+s

)

≤M(t+ 1)
− sη

1+ 1
%
η , s > 0.

Note that by (3.11), we know

〈Ê(ŵ(t), ŵt(t)), (ŵ(t), ŵt(t))〉D(A
1
% )′,D(A

1
% )
≥ c1‖(ŵ(t), ŵt(t))‖2X1/2−1/(2η)×X−1/(2η)

.

So,

‖(ŵ(t), ŵt(t))‖2X1/2−1/(2η)×X−1/(2η)
≤M(t+ 1)

− sη

1+ 1
%
η ‖(w0, w1)‖2

D(A
1
%
+s

)
, s > 0,

and hence

‖(ŵ(t), ŵt(t))‖2H ≤M(t+ 1)−
sη%
%+η ‖(w0, w1)‖2X(1/%+1/η+s+1)/2×X(1/%+1/η+s)/2

, s > 0,

(3.20)
where % > 0 and η > 0 is given as in (H1) and (H2), respectively. The proof is
completed. �
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3.3. Averaged turnpike property (Proof of Theorem 2.10). Let us con-
sider the averaged turnpike property for the LQ optimal control problems with (H1)
and (H2) are fulfilled. Firstly, based on the weak observability of (A,B∗), we obtain
the following estimate.

Lemma 3.2. Assume that (H1) is fulfilled. Then there exists some positive con-
stant c̃ such that

‖(p(0), pt(0))‖2D(Ak)′ ≤ c̃g1(T )[

∫ T

0

‖B∗p‖2Hdt+
∫ T

0

‖f‖2X−1/2
dt+‖p0T ‖2H+‖p1T ‖2X−1/2

],

(3.21)

where k > 0, g1(T ) =

{
(T+1)−k%+1−1
−k%+1 k% 6= 1,

ln(T + 1) k% = 1,
and p is any solution to the follow-

ing inhomogeneous system{
ptt +Ap = f,
p(T ) = p0T , pt(T ) = p1T .

(3.22)

Proof. By duality we get

〈pt, y〉
T

|
0
−〈p, yt〉

T

|
0

+

∫ T

0

〈p, ytt +Ay〉 dt =

∫ T

0

〈f, y〉 dt. (3.23)

Let y be the solution to equation (2.1) with (2.9). Using Hölder’s inequality, we get

|
∫ T

0

〈p, ytt +Ay〉 dt| = |
∫ T

0

〈p,−BB∗yt〉 dt|

≤ c(
∫ T

0

‖B∗p‖2Hdt)
1
2 (

∫ T

0

‖B∗yt‖2H)
1
2 .

Thus, by Lemma 2.1, along with (2.11), we get that there exists some constant c > 0
such that

|
∫ T

0

〈p, ytt +Ay〉 dt|

≤ c(
∫ T

0

‖B∗p‖2H dt)
1
2 (

1

2
‖(y0, y1)‖2H +

1

2
c1(T + 1)−k%‖(y0, y1)‖2D(Ak))

1
2

≤ c(1

2
+

1

2
c1(T + 1)−k%)

1
2 (

∫ T

0

‖B∗p‖2H dt)
1
2 ‖(y0, y1)‖D(Ak). (3.24)

Besides, we have∫ T

0

〈f, y〉 dt ≤ (

∫ T

0

‖f‖2X−1/2
)

1
2 (

∫ T

0

‖y‖2X1/2
)

1
2

≤ c(
∫ T

0

‖f‖2X−1/2
)

1
2 (

∫ T

0

(t+ 1)−k%‖(y0, y1)‖2D(Ak))
1
2

≤ c(g1(T ))
1
2 (

∫ T

0

‖f‖2X−1/2
)

1
2 ‖(y0, y1)‖D(Ak), k > 0. (3.25)

Hence, by (3.23), (3.24) and (3.25), along with Lemma 2.1, we obtain

−〈pt(0), y0〉+ 〈p(0), y1〉
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=

∫ T

0

〈f, y〉dt+

∫ T

0

〈p,BB∗yt〉dt+ (p0T , yt(T ))− (p1T , y(T ))

≤
∫ T

0

〈f, y〉dt+

∫ T

0

〈p,BB∗yt〉dt+ c(T + 1)−
1
2k%‖(p0T , p1T )‖H′‖(y0, y1)‖D(Ak)

≤ c̃(g1(T ))
1
2 [(

∫ T

0

‖B∗p‖2Hdt)
1
2 +(

∫ T

0

‖f‖2X−1/2)
1
2 + ‖(p0T , p1T )‖H′ ]‖(y0, y1)‖D(Ak).

By Riesz representation theorem, we can choose (y0, y1) ∈ D(Ak) such that
‖(y0, y1)‖D(Ak) = ‖(p(0), pt(0))‖D(Ak)′ and

−〈pt(0), y0〉+ 〈p(0), y1〉 = ‖(p(0), pt(0))‖2D(Ak)′ .

Thus,

‖(p(0), pt(0))‖2D(Ak)′ ≤ c̃g1(T )[

∫ T

0

‖B∗p‖2Hdt+

∫ T

0

‖f‖2X−1/2
dt+ ‖(p0T , p1T )‖2H′ ]

(3.26)
where k > 0 and H′ = H ×X−1/2 is the dual space of H. The proof is completed. �

By the similar discussion, together with (H2), we obtain that
Lemma 3.3. Assume that (H2) holds true. Then there exists a constant c̃ > 0

satisfying

‖(w(T ), wt(T ))‖2D(Ak)′≤ c̃g2(T )[

∫ T

0

‖Cw‖2Hdt+

∫ T

0

‖f‖2X−1/2
dt+ ‖(w0, w1)‖2H×X−1/2

].

(3.27)

where k ≥ 1, g2(T ) =

{
(T+1)−kη+1−1
−kη+1 kη 6= 1,

ln(T + 1) kη = 1,
and w is any solution to the follow-

ing inhomogeneous system {
wtt +Aw = f,
w(0) = w0, wt(0) = w1.

(3.28)

Proof. Similar to the proof for Lemma 3.2, by duality we have

〈wt, φ〉
T

|
0
−〈w, φt〉

T

|
0

+

∫ T

0

〈w, φtt +Aφ〉 dt =

∫ T

0

〈f, φ〉 dt (3.29)

where φ is the solution to equation (2.13). Using Hölder’s inequality, we get

|
∫ T

0

〈w, φtt +Aφ〉dt| = |
∫ T

0

〈w,C∗Cφt〉dt|

≤ c(
∫ T

0

‖Cw‖2Hdt)
1
2 (

∫ T

0

‖Cφt‖2H)
1
2 .

Then, due to Lemma 2.2 and (2.15), we get that there exists some constant c > 0
such that

|
∫ T

0

〈w, φtt +Aφ〉 dt|

≤ c(
∫ T

0

‖Cw‖2H dt)
1
2 (

1

2
‖(φT0 , φT1 )‖2H +

1

2
c1(T + 1)−kη‖(φT0 , φT1 )‖2D(Ak))

1
2
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≤ c(1

2
+

1

2
c1(T + 1)−kη)

1
2 (

∫ T

0

‖Cw‖2H dt)
1
2 ‖(φT0 , φT1 )‖D(Ak), k ≥ 1. (3.30)

We also have∫ T

0

〈f, φ〉 dt ≤ (

∫ T

0

‖f‖2X−1/2
dt)

1
2 (

∫ T

0

‖φ‖2X1/2
dt)

1
2

≤ c(
∫ T

0

‖f‖2X−1/2
dt)

1
2 (

∫ T

0

(T − t+ 1)−kη‖(φT0 , φT1 )‖2D(Ak)dt)
1
2

≤ c(g2(T ))
1
2 (

∫ T

0

‖f‖2X−1/2
dt)

1
2 ‖(φT0 , φT1 )‖D(Ak), k ≥ 1. (3.31)

Hence, by (3.29), (3.30) and (3.31), along with Lemma 2.2, we obtain

〈wt(T ), φT0 〉 − 〈w(T ), φT1 〉

=

∫ T

0

〈f, φ〉dt−
∫ T

0

〈w,C∗Cφt〉dt+ 〈wt(0), φ(0)〉 − 〈w(0), φt(0)〉

≤
∫ T

0

〈f, φ〉dt−
∫ T

0

〈w,C∗Cφt〉dt+ c(T + 1)−
1
2kη‖(φT0 , φT1 )‖D(Ak)‖(w0, w1)‖H×X−1/2

≤ c(g2(T ))
1
2 [(

∫ T

0

‖Cw‖2Hdt)
1
2 +(

∫ T

0

‖f‖2X−1/2
)

1
2 + ‖(w0, w1)‖H×X−1/2

]‖(φT0 , φT1 )‖D(Ak).

By Riesz representation theorem, we can choose (φT0 , φ
T
1 ) ∈ D(Ak) such that

‖(φT0 , φT1 )‖D(Ak) = ‖(w(T ), wt(T ))‖D(Ak)′ and

〈wt(T ), φT0 〉 − 〈w(T ), φT1 〉 = ‖(w(T ), wt(T ))‖2D(Ak)′ .

Thus,

‖(w(T ), wt(T ))‖2D(Ak)′

≤ c̃g2(T )[

∫ T

0

‖Cw‖2Hdt+

∫ T

0

‖f‖2X−1/2
dt+ ‖(w0, w1)‖2H×X−1/2

], k ≥ 1.

The proof is completed. �
Proof of Theorem 2.10. Taking the dual product of the first and second equa-

tions in (2.33) with pT − p̄ and wT − w̄, respectively, we obtain∫ T

0

〈(pT − p̄)tt, wT −w̄〉dt+
∫ T

0

〈A(pT − p̄), wT −w̄〉dt =

∫ T

0

〈C∗C(wT −w̄), wT −w̄〉dt,

(3.32)
and∫ T

0

〈(wT−w̄)tt, p
T−p̄〉dt+

∫ T

0

〈A(wT−w̄), p−p̄〉dt =

∫ T

0

〈B(uT−ū), pT−p̄〉dt. (3.33)

Integrating the above by parts, we obtain∫ T

0

‖C(wT − w̄)‖2Hdt−
∫ T

0

〈B(uT − ū), pT − p̄〉dt

= 〈(pT − p̄)t(T ), (wT − w̄)(T )〉 − 〈(pT − p̄)t(0), (wT − w̄)(0)〉
−〈(pT − p̄)(T ), (wT − w̄)t(T )〉+ 〈(pT − p̄)(0), (wT − w̄)t(0)〉



18 Z.J. HAN AND E. ZUAZUA

= −〈(pT − p̄)t(0), (w0 − w̄)〉+ 〈p̄, (wT − w̄)t(T )〉+ 〈(pT − p̄)(0), w1〉. (3.34)

By Lemma 3.2 along with (2.33), we get

‖(pT (0)− p̄, (pTt (0)− p̄)t)‖2D(Ak)′

≤ c̃g1(T )[

∫ T

0

‖B∗(pT − p̄)‖2Hdt+

∫ T

0

‖C∗C(wT − w̄)‖2X−1/2
dt+ ‖p̄‖2H ]. (3.35)

Similarly, by Lemma 3.3 along with (2.33), we have

‖(w(T )− w̄, wt(T ))‖2X−k/2×X−(k+1)/2

≤ c̃g2(T )[

∫ T

0

‖B(uT−ū)‖2X−1/2
dt+

∫ T

0

‖C(wT − w̄)‖2Hdt

+‖w0−w̄‖2H+‖w1‖2X−1/2
], k ≥ 1. (3.36)

Thus, by (3.35), it holds that

〈(pT − p̄)t(0), (w0 − w̄)〉+ 〈(pT − p̄)(0), w1〉
≤ 〈‖(pT − p̄)(0), (pT − p̄)t(0))‖D(Ak)′‖(w0 − w̄, w1)‖D(Ak)

≤ c̃(g1(T ))
1
2 [

∫ T

0

‖B∗(pT − p̄)‖2Hdt+

∫ T

0

‖C∗C(wT − w̄)‖2X−1/2
dt+ ‖p̄‖2H ]

1
2

·‖(w0 − w̄, w1)‖D(Ak), (3.37)

and by (3.36), we get

〈p̄, (wT − w̄)t(T )〉 ≤ ‖p̄‖X(k+1)/2
‖(wT − w̄)t(T )‖X−(k+1)/2

≤ c̃(g2(T ))
1
2 [

∫ T

0

‖B(uT−ū)‖2X−1/2
dt+

∫ T

0

‖C(wT−w̄)‖2Hdt+‖w0−w̄‖2H+‖w1‖2X−1/2
]
1
2

·‖p̄‖X(k+1)/2
, k ≥ 1. (3.38)

Substituting (3.37) and (3.38) into (3.34) yields

∫ T

0

‖C(wT − w̄)‖2Hdt−
∫ T

0

〈B(uT − ū), pT − p̄〉dt

≤ c̃(g1(T ))
1
2 [

∫ T

0

‖B∗(pT − p̄)‖2Hdt+

∫ T

0

‖C∗C(wT − w̄)‖2X−1/2
dt+ ‖p̄‖2H ]

1
2

·‖(w0 − w̄, w1)‖D(Ak)

+c̃(g2(T ))
1
2 [

∫ T

0

‖B(uT−ū)‖2X−1/2
dt+

∫ T

0

‖C(wT−w̄)‖2Hdt+‖w0−w̄‖2H+‖w1‖2X−1/2
]
1
2

·‖p̄‖X
(k̃+1)/2

, k > 0, k̃ ≥ 1, (3.39)

and hence, due to C∗ ∈ L(H,X−1/2) and the third equation in (2.33), we get that
there exist some constants cj , j = 1, 2 such that∫ T

0

‖C(wT − w̄)‖2Hdt−
∫ T

0

〈B(uT − ū), pT − p̄〉dt

≤ c1g1(T )‖(w0 − w̄, w1)‖2D(Ak) + c2g2(T )‖p̄‖2X
(k̃+1)/2

(3.40)

and so,

1

T

∫ T

0

‖C(wT − w̄)‖2Hdt−
1

T

∫ T

0

〈B(uT − ū), pT − p̄〉dt
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≤ c1g1(T )

T
‖(w0−w̄, w1)‖2D(Ak) +

c2g2(T )

T
‖p̄‖2X

(k̃+1)/2
→0, as k > 0, k̃ ≥ 1.(3.41)

Integrating the first equation in (2.33) from 0 to T yields∫ T

0

A(w − w̄)dt =

∫ T

0

B(u− ū)dt− wt(T ) + w1.

So,

‖ 1

T

∫ T

0

A(w− w̄)dt‖X−1/2
≤ ‖ 1

T

∫ T

0

B(u− ū)dt‖X−1/2
+

1

T
(‖wt(T )‖X−1/2

+‖w1‖X−1/2
).

Thus,

‖ 1

T

∫ T

0

(w − w̄)dt‖X1/2

∼ ‖ 1

T

∫ T

0

A(w − w̄)dt‖X−1/2

≤ ‖ 1

T

∫ T

0

B(u− ū)dt‖X−1/2
+

1

T
(‖wt(T )‖X−1/2

+ ‖w1‖X−1/2
). (3.42)

By (3.41), along with the Hölder’s inequality, we get

‖ 1

T

∫ T

0

(w − w̄)dt‖2X1/2

≤ 1

T

∫ T

0

‖(u− ū)‖2Hdt+
c

T 2

≤ c1g1(T )

T
‖(w0 − w̄, w1)‖2D(Ak) +

c2g2(T )

T
‖p̄‖2X

(k̃+1)/2
+

c

T 2
→ 0, as k > 0, k̃ ≥ 1.

The proof is completed. �

4. Examples. This section is devoted to presenting some examples on hyper-
bolic LQ optimal control problems with weak controllability and observability. By
using the abstract results obtained in this work, we can identify the explicit slow
decay rates and turnpike property for these examples.

4.1. Wave networks. Wave networks have been studied by many researchers
(see [9], [13], [14], [27], [29] and the references therein). Here we consider a simple
case: star-shaped wave networks.

The setting as given in [9] is chosen to form the wave networks. A 1-d wave
network R := ∪Nj=1ej is formed by N wave equations on the curve ej , j = 1, 2 · · · , N
with interval (0, `j). For k 6= j, ej ∩ ek, where ei, i = 1, 2, · · · , N is denoted by the
closure of ei, is either empty or a common end called a vertex or a node. Assume that
the wave equation arises on the intervals (0, `j), j = 1, 2, · · · , N in the network with
state (wj , wj,t), respectively.

Let G = {ej , j = 1, 2, · · ·N} be the set of ej of R, and V be the set of vertices of
R. Denote by Gv = {j = {1, 2, · · · , N}, v ∈ ej} the set of edges having v as a vertex.
Denote by card(Gv) the number of edges that meet at v. We call v is an exterior
node if card(Gv) = 1, the set of which is denoted by Vint, while if card(Gv) ≥ 2, the
node v is called an interior node and the set of them is Vext.
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Fig. 4.1. Star-shaped network of wave equations

Assume that the Dirichlet conditions are fulfilled at the exterior nodes and the
geometrical continuity is satisfied at the interior nodes of the network. The control
is assumed to be located only at one edge. For convenience, we set the index of the
controlled edge is 1 and j0 is the index of the observed edge. Then we get the following
wave equations on a network (see Fig. 4.1 for instance):

w1,tt(x, t)− w1,xx(x, t) = u(x, t), x ∈ (0, `1), t > 0,
wj,tt(x, t)− wj,xx(x, t) = 0, x ∈ (0, `j), j = 2, ...N, t > 0,
w`(v, t) = wj(v, t), ∀`, j ∈ Gv, v ∈ Vint, t > 0,∑
j∈Gv

wj,x(v, t) = 0, ∀v ∈ Vint, t > 0,

wj(v, t) = 0, ∀j ∈ Gv, v ∈ Vext, t > 0,
wj(t = 0) = w0

j , wj,t(t = 0) = w1
j , j = 1, 2, · · · , N,

(4.1)

where ((w0
j )
N
j=1, (w

1
j )
N
j=1) is the given initial state.

Consider the infinite-horizon optimal control problem of quadratic type

min J∞(u) =
1

2

∫ ∞
0

[‖u(x, t)‖2U + ‖wj0,x(x, t)‖2L2(0,`j0 )]dt, u ∈ L
2(0, T ;U), (4.2)

We define the Hilbert space

L2(R) = {f = (fj)
N
j=1|fj ∈ L2(0, `j), ∀j = 1, 2, · · · , N}

and

V m(R) = {f = (fj)
N
j=1|fj ∈ Hm(0, `j), fj(`j) = 0, fj(0) = fi(0),∀i, j = 1, 2, · · · , N}.

Define the operator A in L2(R) as

A(wj)
N
j=1 := −(wj,xx)Nj=1

with domain D(A) =

{
(wj)

N
j=1 ∈ V 2(R)

∣∣∣∣∣ N∑j=1

wj,x(0) = 0

}
. Thus, the star-shaped

networks (4.1) can be rewritten as the abstract form (2.1).
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Set the state space H as follows:

H = V 1(R)× L2(R)

equipped with inner product: for W = ((wj)
N
j=1, (zj)

N
j=1), W̃ = ((w̃)Nj=1, (z̃)

N
j=1) ∈ H,

(W, W̃ )H =

N∑
k=1

∫ `j

0

wk,xw̃j,xdx+

N∑
j=1

∫ `j

0

zj z̃jdx.

It is easy to check that (H, ‖ · ‖H) is a Hilbert space. The system operator can

be set as A :=

[
0 I
−A 0

]
in H.

By [9], we have the following weak observability estimate for system (4.1).
Proposition 4.1. There exists a positive constant T > 0 such that

c1

∫ T

0

∫ `1

0

|w1,t|2dxdt ≥
∑
n≥1

γ2
n[λ2

na
2
n + b2n] (4.3)

and

c2

∫ T

0

∫ `j0

0

|wj0,x|2dxdt ≥
∑
n≥1

γ̃2
n[λ2

na
2
n + b2n] (4.4)

where cj > 0, j = 1, 2 are some constant, λ2
n is the eigenvalue of the operator A

corresponding to system (4.1), an, bn are the Fourier coefficients given as in (2.5),
and γ2

n, γ̃
2
n > 0 are the weights, which are determined by the lengths of edges involved

in the network.
In general, we just know that γn → 0 as n goes to infinity and can not get a

better estimate for the decay rate of γn. However, following the proof for Theorem
2.6, as well as Remark 2.9, if the estimates γn ≥ Φ1(λn) and γ̃n ≥ Φ2(λn) hold, we
can get

c̃1‖((w0
j )
N
j=1, (w

1
j )
N
j=1)‖2D(Φ2(A)) ≤ 〈Ê((w0

j )
N
j=1, (w

1
j )
N
j=1), ((w0

j )
N
j=1, (w

1
j )
N
j=1)〉, (4.5)

〈Ê((w0
j )
N
j=1, (w

1
j )
N
j=1), ((w

0
j )
N
j=1, (w

1
j )
N
j=1)〉 ≤ c2‖((w0

j )
N
j=1, (w

1
j )
N
j=1)‖2D(Φ−1

1 (A))
, (4.6)

where c1, c2 are some positive constants, D(Φ−1
1 (A)) is denoted by the space satisfying∑

n≥1

Φ−2
1 (λn)[λ2

na
2
n+ b2n] <∞, and an, bn are the Fourier coefficients given as in (2.5).

Although it is unknown on the estimate of γn for general networks, it can be better
estimated for some special cases. For instance, by [9], we see that for star-shaped
networks, the weights γn is determined by the edge-length ratios `i

`j
, where i, j =

2, · · · , N, i 6= j and γ̃n is determined by the ratios `i
`j

, where i, j = 1, 2, · · · , N, i 6=
j, i 6= j0, j 6= j0. Specifically, if `i

`j
belongs to some special irrational sets(see [21]),

we can obtain that there always exist some constants ζ, ξ > 0 and c > 0 such that
γn ≥ c

λζn
and γn ≥ c

λξn
. Based on it, together with Theorem 2.6, we can obtain

the following slow decay rate of the closed-loop system with Riccati-based optimal
feedback control.

‖((ŵj)Nj=1, (ŵjt)
N
j=1)‖2H ≤M(t+ 1)−

s
ζ+ξ ‖((w0

j )
N
j=1, (w

1
j )
N
j=1)‖2D(Aζ+ξ+s), s > 0.
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Fig. 4.2. Wave equation on rectangular domain with local control

Besides, if ((w0
j − w̄j)Nj=1, (w

1
j )
N
j=1) ∈ D(Ak), k > 0 and (p̄j)

N
j=1 ∈ V2(R) hold, the

averaged turnpike property (2.34), (2.35) hold for such kind of networks, that is,

‖ 1

T

∫ T

0

(uT − ū)dt‖L2(0, `1) → 0, as T →∞

and

‖ 1

T

∫ T

0

((wTj (t))Nj=1 − (w̄j)
N
j=1)dt‖V 1(R) → 0, as T →∞.

4.2. Wave equation without GCC: Rectangular domain. Consider a wave
equation on a square Ω = (0, π)× (0, π) with local control(see Fig. 4.2): wtt = ∆w(x, t)− χΩ0

u(x, t),
w|∂Ω = 0,
w(x, 0) = w0(x), wt(x, 0) = w1,

(4.7)

where Ω0 = {(x1, x2)|a < x1 < b, 0 < x2 < π} is a strip-type subdomain parallel to
one boundary. Meanwhile, assume that

Cw = ∇w in Ω,

Obviously, (A,C) is exactly observable.
The stability of wave equation in rectangular domain with locally viscous damping

was ever considered by [4] and [23], where they obtained that under u(x, t) = αwt(x, t),
the system can be stabilized polynomially, and the optimal decay rate is given as
follows:

‖(w,wt)‖2H ≤ Ck(t+ 1)−
4
3k‖(w0, w1)‖2D(Ak), k > 0, (4.8)

in which the state space is chosen as H = H1
0 (Ω)× L2(Ω) and A =

[
0 I
−∆ 0

]
.

Choose the following infinite-horizon quadratic cost performance index:

min J∞(u) =
1

2

∫ ∞
0

[‖u(x, t)‖2L2(Ω0) + ‖∇w(x, t)‖2L2(Ω)]dt, u ∈ L
2(0, T ;U). (4.9)

By (4.8), together with the proof of Theorem 2.6, we can get the bounds related
to the corresponding algebraic Riccati operator, that is, there exist constant cj >
0, j = 1, 2 satisfying

c1‖(w0, w1)‖2H ≤ 〈Ê(w0, w1), (w0, w1)〉 ≤ c2‖(w0, w1)‖2
D(A

3
4 )
. (4.10)
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Fig. 4.3. Wave equation on general domain with local control

Thus, by Theorem 2.6, there exists a positive constant M > 0 such that

‖(ŵ(t), ŵt(t))‖2H ≤M(t+ 1)−
4s
3 ‖(w0, w1)‖2

D(A
3
4
+s)
, s > 0, (4.11)

where (ŵ(t), ŵt(t)) is the solution to system (4.7) under the Riccati-based optimal
feedback control law u(t) = −χΩ0

Ê(w,wt).
In terms of turnpike property, by Theorem 2.10, we further obtain that for any

(w0 − w̄, w1) ∈ D(Ak), k > 0 and p̄ ∈ H2(Ω), the averaged turpike property holds,
that is, as T →∞,

‖ 1

T

∫ T

0

(uT − ū)dt‖2L2(Ω0) → 0, ‖ 1

T

∫ T

0

(wT (t)− w̄)dt‖2H1(Ω) → 0.

Remark 4.2. In this example, although there is no weak observability estimate
(H1) being fulfilled directly, by the proof in Theorem 2.6, the slow decay rate of the
system with locally viscous damping given as in (4.8) is enough to help us obtain the
upper bound in (4.10). In fact, the slow decay rate is “almost” equivalent to the weak
observability estimate (H1).

It should be noted that some more general energy decay rates for multi-dimensional
wave equation on partially rectangular or torus were obtained in [3], [6] and [17], based
on which, the slow decay rates and turnpike properties for such infinite-horizon LQ
optimal control problems can be also estimated similarly from Theorem 2.6 and 2.10,
respectively.

4.3. Wave equation without GCC: General case. Consider the wave equa-
tion on domain Ω with local control (see Fig. 4.3).


wtt −∆w + uχO = 0, in (0, T )× Ω,

w = 0, on (0, T )× ∂Ω,

w(0) = w0 , wt(0) = w1,

(4.12)

where u is the control input, O is a subset of the whole domain Ω. Suppose that
Cw = χÕ∇w, where Õ is another subset of Ω.

Choose the following infinite-horizon quadratic cost performance index:

min J∞(u) =
1

2

∫ ∞
0

[‖u(x, t)‖2L2(O) + ‖∇w(x, t)‖2
L2(Õ)

]dt, u ∈ L2(0, T ;U). (4.13)

In [18], Porretta and Zuazua showed that the solution to system (4.12) with the
Riccati-based optimal feedback control can be stabilized exponentially in the energy
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space H1(Ω)×L2(Ω), provided that the subset O ⊂ Ω and Õ ⊂ Ω verifies the GCC. It
is well-known that the GCC guarantees the exact observability of (A,B∗) and (A,C).

Whenever O and Õ are general open nonempty subsets of Ω, not necessarily
satisfying the GCC, the exact observability of (A,B∗) and (A,C) cannot be fulfilled.
However, some weak observability estimates still hold for (A,B∗) and (A,C). In fact,
from [30], we have that for system (4.12), there exist some constants a > 0, c > 0 and
T > 0 satisfying

c

∫ T

0

∫
O
|wt|2dxdt ≥ ‖(w0, w1)‖2D(e−aA) ((A,B∗) weakly obserbvable),

and the following logarithmic decay rate holds under feedback control u(t) = χOwt.∫
Ω

[|wt(t)|2 + |∇w(t)|2]dx ≤ C0

[log(2 + t)]2

(
‖w0‖2H2(Ω) + ‖w1‖2H1(Ω)

)
∀t > 0 .

(4.14)

Similarly, there exist some constants b > 0, c > 0 and T > 0 satisfying

c

∫ T

0

∫
Õ
|∇w|2dxdt ≥ ‖(w0, w1)‖2D(e−bA), ((A,C) weakly obserbvable).

Thus, as it was presented in Remark 2.9, the lower and upper bounds can be
derived by (2.29). Moreover, we can get the slow decay rate for system (4.12) with
Riccati-based optimal feedback control, as given in (2.30).

The averaged turnpike property still holds for any (w0 − w̄, w1) ∈ D(A) and
p̄ ∈ H2(Ω). Indeed, based on (4.14), along with the proof for Lemma 3.2 and 3.3,
we can see that the results in Lemma 3.2 and 3.3 still hold with some g1(T ) (resp.

g2(T )), which is determined by
∫ T

0
1

[log(2+t)]2 dt (resp.
∫ T

0
1

[log(2+T−t)]2 dt) (see (3.25),

(3.31)).

Note that by mean value theorem of integrals, we have∫ T

0

1

[log(2 + t)]2
dt =

∫ T

0

1

[log(2 + T − t)]2
dt =

T

[log(2 + αTT )]2
, (4.15)

where αTT → ∞ as T → ∞. Thus, choosing g1(t) = g2(t) = T
[log(2+αTT )]2 and

following the proof of Theorem 2.10, we finally obtain from (3.41) with k = k̃ = 1
that

1

T

∫ T

0

‖∇(wT − w̄)‖2L2(Ω)dt+
1

T

∫ T

0

‖uT − ū‖2L2(O)dt

≤ c1g1(T )

T
‖(w0 − w̄, w1)‖2D(A) +

c2g2(T )

T
‖p̄‖2H2(Ω)

=
1

[log(2 + αTT )]2
(c1‖(w0 − w̄, w1)‖2D(A) + c2‖p̄‖2H2(Ω))→ 0. (4.16)

It should be noted that the estimate (4.16) is consistent with the one in Section
4.3 in Porretta and Zuazua [18], where the LQ optimal control problem related to the
multi-dimensional wave equation without GCC was considered.
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5. Conclusions. In this work, we considered the slow decay rate and turnpike
property of the hyperbolic LQ optimal control problems and mainly obtained the
following results:

1. The slow decay rate of infinite-horizon hyperbolic LQ optimal control problems
was considered. Under the weak observability of (A,B∗) and (A,C), the lower and
upper bounds of the corresponding algebraic Riccati operator were estimated, respec-
tively. Then the explicit slow decay rate of the closed-loop system with Riccati-based
optimal feedback control was estimated, which is a key step to further discuss the
turnpike properties of the LQ optimal control problems if lacking of exact controlla-
bility or observability.

2. Under weak observability of (A,B∗) and (A,C) hypothesises, the averaged
turnpike property for the LQ optimal control problems was proved under certain
conditions on the regularity of the initial state, the stationary optimal state and its
dual. This result is consistent with the slow turnpike in average identified in section
4.3 in [18] which can be considered as one special case of our work (see the example
in Section 4.3 in our work).

Besides the averaged turnpike property, we would like to point out that the start-
ing point of our work was to see whether there were some kinds of point-wise slow
turnpike properties holding for the LQ optimal control problems under weak control-
lability or observability hypothesises. In fact, it can be seen from [18] and [31] that
the exponential decay of the closed-loop systems with Riccati-based optimal feedback
control always leads to the exponential-type point-wise turnpike property when exact
controllability and observability hypothesises are fulfilled, that is, there exist λ > 0
and K > 0 such that

‖wT (t)− w̄‖2X1/2
+ ‖uT (t)− ū‖2H ≤ K(e−λt + e−λ(T−t)) ∀t ∈ [0, T ] , (5.1)

where (wT , uT ) and (w̄, ū) are the optimal trajectories and controls for the optimal
control problem (2.31) and for the stationary problem (2.32), respectively. Thus,
based on the slow decay rate obtained in our work, it is reasonable to predict that
there should be some kinds of slow point-wise turnpike properties holding under weak
controllability or observability.

However, note that the energy estimate method based on the properties of Riccati
operator proposed in [18] can not work well for this issue under consideration. In-
deed, when doing so, there is an inevitable process to estimate ‖wT − w̄‖X1/2

by using
Duhamel’s formula along with Gronwall’s lemma. This process is tough to tackle for
the LQ optimal control problems under weak observability of (A,B∗) and (A,C) like
hypothesises (H1) and (H2), because that under these weak hypothesises, the cor-
responding closed-loop systems with Riccati-based optimal controls always achieve
non-uniform slow decay rates which depending on the regularity of the initial states,
while it can be carried out effectively for the case of exact controllability and observ-
ability due to the uniform exponential decay rates always hold for all initial states
and this uniformity causes the Gronwall’s lemma easy to be used. So, it is still an
open problem that whether there are some kinds of slow point-wise turnpike property
holding for such hyperbolic LQ problems. Compared to (5.1), based on the weak
observation of (A,B∗) and (A,C) as given in (H1) and (H2), it seems that the slow
point-wise turnpike property could hold and have the following form:

‖wT − w̄‖2X1/2
+ ‖uT (t)− ū‖2H ≤ K(t+ 1)−k1‖(w0, w1)‖2D(A) + (T − t+ 1)−k2‖p̄‖2X1

.
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It could be verified from the view of frequency domain by Riesz basis representa-
tion, but careful estimates are still needed, which is an interesting issue and worth
investigating in future.

The same problems are also worth discussing for linear parabolic systems or some
non-linear systems such as semilinear wave equations, nonlinear models of fluid me-
chanics and so on. In addition, the case of weak boundary observability or controlla-
bility is another interesting issue. Some new techniques could be involved due to the
unboundedness of the boundary control or observation operators.
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